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Résumé

La théorie de I'information & coup unique vise a étudier les taches de communication et de
traitement de l'information pour des états et des processus généraux avec une structure
minimale. Une telle généralité est cruciale pour analyser les taches de communication
avec des ressources limitées et la sécurité des protocoles cryptographiques. Dans le régime
asymptotique pour les tadches d’information avec une structure i.i.d. (indépendante et
identiquement distribuée), les taux sont typiquement caractérisés par l'entropie de von
Neumann et ses dérivées. Dans le régime a coup unique, une multitude d’entropies
différentes sont nécessaires a cette fin. L’une des plus importantes est la min-entropie lisse,
qui caractérise les taux des protocoles cryptographiques. Contrairement a ’entropie de von
Neumann, le comportement de la min-entropie lisse est souvent contre-intuitif. Les outils
de décomposition de la min-entropie lisse sont également assez restrictifs, rendant difficile

I’analyse des structures qui émergent naturellement en théorie de I'information.

Une telle structure, que nous appelons une chaine d’approximation, constitue le theme

central de cette these. Pour un état parp, nous appelons une séquence d’états (01(4’?3)2:1

N : . : k
une chaine d’approximation de p si pour chaque k, p AbB Me 01(4,33.
1

fréquemment lors de I'incorporation d’approximations dans les identités entropiques, I’étude

Ces structures émergent

des imperfections et le développement de preuves de sécurité. Alors que ’entropie de von
Neumann de p peut étre facilement exprimée en termes d’entropies des états de sa chaine

d’approximation, il n’est généralement pas possible de le faire avec la min-entropie lisse.

Dans cette these, nous développons des techniques pour établir des bornes entropiques
avec des chaines d’approximation et les appliquons a des scénarios cryptographiques. Notre
travail commence par considérer I'un des cas les plus simples d'une telle chaine, ou les
registres de p sont presque indépendants les uns des autres, et culmine avec 1’établissement
d’une regle de chainage universelle pour la min-entropie lisse, qui permet de borner celle-ci

en termes des entropies des états d’'une chaine d’approximation.



De plus, nous prouvons deux versions approximatives du théoreme d’accumulation d’en-
tropie (EAT), qui est un outil important pour borner la min-entropie lisse d'un état produit
par un processus séquentiel. La premiere utilise des approximations des canaux utilisés dans
le processus EAT, tandis que la seconde, appelée EAT approximatif non-structuré, relache

significativement la structure séquentielle requise sur 1'état.

Nous mettons en valeur ces outils en les utilisant pour résoudre deux problemes crypto-
graphiques importants. Tout d’abord, nous prouvons la sécurité de la distribution quantique
de clés (QKD) avec des corrélations a la source, qui sont des corrélations indésirables entre les
rounds du protocole survenant en raison des imperfections de la source. Ces corrélations ont
été un défi persistant pour la QKD. Nous fournissons une méthode simple et générale pour

réduire la sécurité d’un protocole QKD avec ces corrélations a un protocole sans ces dernieres.

Notre deuxieme application majeure est la preuve de la sécurité de la distribution
quantique de clés device-independent (DIQKD) parallele. En adaptant les techniques de
répétition parallele des jeux non-locaux, nous construisons une chaine d’approximation
structurée pour la sortie du protocole. L’application du EAT approximatif non-structuré a

cette chaine fournit alors une preuve de sécurité pour le protocole.

Mots-clés : Information quantique, théorie de I'information, cryptographie, distribu-

tion quantique de clés.
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Abstract

One-shot information theory aims to study communication and information processing
tasks for general states and processes under minimal structure. Such generality is crucial
for analysing communication tasks with limited resources and the security of cryptographic
protocols. In the asymptotic regime for information tasks with an i.i.d. (independent and
identically distributed) structure, the rates are typically characterised by the von Neumann
entropy and its derivatives. In the one-shot regime, a multitude of different entropies
are required for this purpose. One of the most important among these is the smooth
min-entropy, which characterises the rates of cryptographic protocols. In contrast to the
von Neumann entropy, the behaviour of the smooth min-entropy is often unintuitive. Tools
for decomposing the smooth min-entropy are also quite restrictive, making it challenging to

analyse structures that naturally arise in information theory.

One such structure, which we call an approximation chain, forms the central theme of

(k)

this thesis. For a state p4np, we term a sequence of states (o P
1

)i, an approximation chain

of p if for each k, p Ak B Fe o™ These structures frequently emerge when incorporating ap-

AkB’
proximations in entropic identities, studying imperfections, and developing security proofs.
While the von Neumann entropy of p can be readily expressed in terms of the entropies of its

approximation chain states, it is generally not possible to do so with the smooth min-entropy.

In this thesis, we develop techniques for establishing entropic bounds with approximation
chains and apply these to cryptographic scenarios. Our work begins by considering one of
the simplest cases of such a chain, whereby the registers of p are almost independent of one
another, and culminates in establishing a universal chain rule for the smooth min-entropy,
which enables one to bound the smooth min-entropy for a state in terms of entropies of its

approximation chain.

Furthermore, we prove two approximate versions of the entropy accumulation theorem

(EAT), which is an important tool for bounding the smooth min-entropy of a state produced

vii



by a sequential process. The first enables approximations to the channels used in the EAT
process, while the second, termed the unstructured approximate EAT, significantly relaxes

the sequential structure required on the state.

We showcase these tools by using them to solve two significant cryptographic problems.
First, we prove the security of quantum key distribution (QKD) under source correlations,
which are undesired correlations among states across independent QKD rounds arising due
to source imperfections. These correlations have been a persistent challenge for QKD. We
provide a simple and general method to reduce the security for a QKD protocol with these

correlations to one without.

Our second major application is proving the security of parallel device-independent
quantum key distribution (DIQKD). By adapting techniques from the parallel repetition of
non-local games, we construct a structured approximation chain for the protocol output.
Applying the unstructured approximate EAT to this chain then yields a proof of security
for the protocol.

Keywords: Quantum information, information theory, cryptography, quantum key

distribution.
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Chapter 1

Introduction

Information theory studies the transmission and processing of information. The field
stemmed from Claude Shannon’s seminal paper | |, which aimed to identify the funda-
mental limits of compression and the rate of information transmission. The advent of quan-
tum computation and information necessitated the development of quantum information
theory, extending this field into the quantum realm. To establish a foundation in quantum
information theory, researchers began by first understanding the rates of communication and
compression, similar to Shannon before them. To determine the fundamental rates for these
problems, it was natural to use the asymptotic limit, which involves studying the problem
under the limit of a large number of channel uses or input samples. This approach allows
one to accurately calculate the rates, without getting encumbered by the complexity which
arises from the higher-order terms. In this asymptotic regime, these rates are characterised
by the von Neumann entropy and its derivatives | : , , : ].

For a state p4, the von Neumann entropy is defined as'")

H(A),:=—tr(palogpa) (1.1)

and the von Neumann conditional entropy of register A with respect to register B for a state

pap is defined as
H(A|B),:=H(AB),- H(B),. (1.2)

While results in the asymptotic limit provide valuable insights, they assume an infinite
number of resources, which is not physically realizable in real-world systems. For practical
applications, one must move beyond asymptotic analysis and account for finite-size effects.
Furthermore, these analyses rely on the problem having some sort of independent and
identically distributed (i.i.d.) structure. For instance, in source coding, which studies the

compression of information produced by a quantum source, the states are typically assumed

(DWe use base e for exp and log, and nat units for entropies throughout this thesis.



to be i.i.d. In channel coding, where one analyses the limits of information transmission
using noisy quantum channels, the channels are considered to be independent and identical.
This assumption greatly simplifies these problems. However, it is not universally applicable
in practical scenarios. As an example, consider an eavesdropper trying to listen in during a
secret distribution protocol, which requires multiple rounds. There is no reason to believe
a priori that the eavesdropper’s actions in the n** round of such a protocol would be

independent of the previous rounds.

Therefore, recent efforts have focused on developing a one-shot theory of quantum
information | , |, which accounts for finite-size effects and goes beyond the
assumption of the i.i.d. setting. One-shot information theory, in its most general form, aims
to characterise information-theoretic tasks without any assumptions on the structure of the
processes or states involved. This approach allows for tight characterisations of general
scenarios, which can then be refined by incorporating additional structure specific to the
problem at hand, thus enabling one to incorporate finite-size effects. Moreover, it makes
the study of communication and cryptographic protocols more modular and helps to reveal

the minimal conditions necessary for an application to work.

This generalized approach is crucial for unconditional or information theoretically
secure cryptography, where one cannot place any kind of assumption on the actions of the
adversary (see, for example, | , ]). Quantum key distribution is one of the
most prominent examples of such a cryptographic protocol. Key distribution is a primitive
in cryptography, which allows two parties to establish a secret key for secure communication
even in the presence of an adversary. While classical key distribution protocols cannot
achieve unconditional security, it is possible to use properties of quantum particles like
the no-cloning principle to create unconditionally secure quantum key distribution (QKD)

protocols | , , ].

The quest to prove security for QKD has been a significant driver of research in one-shot
information theory. The primary strategy for establishing the security of QKD relies on an
information-theoretic tool called privacy amplification, which allows for the extraction of a
completely random key from a string that might be partially correlated with an adversary’s
information. This setting can be analysed using one-shot information theory. It can be
shown that the length of the random key, which can be extracted in such a setting is
in(AlB), [ J
By demonstrating that this entropy for the string held by the honest parties at the end of

determined by an entropy measure called the smooth min-entropy, H¢,



the QKD protocol is sufficiently large, one can use privacy amplification to derive a key
that is almost independent of the adversary. Privacy amplification is used similarly in other
cryptographic protocols as well. For this reason, the smooth min-entropy is one of the most

important entropies in one-shot information theory.

Formally for a state pap, the min-entropy of register A conditioned on register B is
defined as

Hoin(A|B), = sup {)\ € R : there exists a state o such that pyg <e 1,4 ®0‘B} (1.3)
and the smooth min-entropy is defined as
Hrenm(A|B)p = Sl%p ]¥rnin(A’4|B)p~ (14)
o

where the supremum is over all subnormalised states psp which are e-close to the state
p in the purified distance. For a classical-quantum state, pap =Y, p(a)|a){a ®pg), the
min-entropy simplifies to the negative log of the probability with which one can guess

register A given access only to register B | .

The smooth min-entropy behaves very differently from the von Neumann conditional
entropy, which characterises privacy amplification in the i.i.d. setting. In particular, the
difference between these two can be very large. For example, consider the probability dis-
tribution parp where B eg {0,1} is sampled randomly and A?(Q) are sampled uniformly at
random from n-bit strings if B =1 and otherwise set to the all zero string if B = 0. For this

probability distribution, we have
Hyyo(A7|B), <log(2) and  H(Af|B), = 5 log(2). (1.5)

Roughly speaking, the smooth min-entropy places a much higher weight on the worst
possible scenario of the conditioning register, whereas the von Neumann entropy places an

equal weight on all possible scenarios.

Thus, the von Neumann entropy generally follows the behaviour one intuitively expects
from a measure of uncertainty. Central to the work presented here, is the intuitive expecta-
tion that the total uncertainty of two registers A; and A, given a register B should be the
sum of the uncertainty of register A; given B and the uncertainty of register A, conditioned

on knowing both A; and B. The von Neumann entropy, respects this intuition nicely and

(2)The notation AT denotes the set of registers Ay, A, -+, Ay,.



satisfies the following chain rule:
H(A1A2|B)p:H(A1|B)p+H(A2|AlB)p. (16)

More generally, we can decompose the von Neumann entropy of a large system A} given B

into a sum of the entropies of its parts as:
H(A}|B), = ), H(A|AT' B),. (1.7)
k=1

The behaviour of the smooth min-entropy, on the other hand, deviates from these intuitive ex-
pectations. This is evident in the chain rule for smooth min-entropy [ , ],

which is notably more complex than Eq. 1.6:

H51+252+6(A A2|B)p > > HEL (A1|B)p + H (A2|A1-B)p — k;((;) (18)

min min min

where k(6) = O (log%). Moreover, it is easy to demonstrate that a smooth min-entropy
counterpart for the relation in Eq. 1.7 cannot hold true. Mathematically speaking, a relation

of the following form cannot be valid for € in a neighborhood of 0:

HIO(A1B), > z Hein(Arl A B),, = nga(e) - k(e), (1.9)

min

where the functions ¢;, g2, and k are dependent solely on e and |A| (the dimension of
the Ay registers, assumed to be constant in n) and are independent of n. Furthermore,
g1(€) and go(€) are required to be small functions of €, meaning they are continuous and
approach 0 as € tends to 0. To see that the smooth min-entropy cannot satisfy such a
bound, simply consider the classical distribution parp used above in Eq. 1.5. In this case,
Hgllu(f)(AﬂB)p = 0(1) and for each k, H¢, (Ax|A¥1B), >log4/3. For small €, Eq. 1.9 would
have a constant left-hand side and a linearly growing right-hand side, which results in a

mll’l

contradiction.

As a consequence of this impossibility, identities for the smooth min-entropy, like the
chain rules | |, are much more restrictive. Similarly, tools like entropy accumula-
tion | , ], which decompose the smooth min-entropy, are quite rigid, in the
sense that they cannot be applied unless certain (Markov chain or non-signalling) conditions

apply. It is also not clear how one could relax the conditions for such tools.

Eq. 1.9 brings us to the concept of approzimation chains. For a state parp, we define a

sequence of states (O'(k)

pr B)Zzl as an e-approximation chain of p if for every 1 < k <n, we have

k
Parp e 02,133. (1.10)



It is noteworthy that the right-hand side of Eq. 1.9 is essentially a maximum over the sum

of the min-entropies of all possible approximation chains of state parp.

As we will see in this thesis, one often encounters scenarios where direct bounds on
the conditional entropies of the state p are unavailable; however, they can be obtained for
the entropies of its approximation chain states. For instance, consider a state parp where
the A, registers are produced sequentially. Ideally, each register A, should be sampled
independently from the rest. However, say imperfections in the production process introduce
minor correlations between A, and the earlier registers. In such a case, we might only be
able to confirm that prp % pa, ® pas-1p for every k. Here the states 01(4’?]3 = pa, ® Par-ip
form an e-approximation chain for p. Despite these correlations, we expect the entropy of
A7 given B to be large for p, as the Ay, registers are almost independent of B. In such cases,
a chain rule-like tool relating the entropy of p to the entropies of its approximation chain

states would be helpful.

The impossibility of a bound of the form in Eq. 1.9 also implies that HS; (A}|B), can-
not be lower bounded meaningfully in terms of the min-entropies of the approximation
chain states of p, since these approximation chain states can simply be states satisfying
Hypin (Ar|AY1B) ooy = HE, (Ag|A¥ 1 B), for every k. On the other hand, the von Neumann

entropy of a state can easily be bounded in terms of its approximation chain by using the

continuity of the conditional von Neumann entropy | , | to modify Eq. 1.7 and
deriving;:
H(A}B), > H(Ag A5 B) 0 —nf(e) (1.11)
k=1

where f(e) =0 (elog @)

Approximation chains are commonly encountered while studying imperfections and errors
in protocols, approximations of entropic tools and cryptographic proofs. The absence of a
comparable bound for the smooth min-entropy severely limits us. In this thesis, we initiate
a study of approximation chains, with the aim of proving entropic bounds in terms of these

objects and subsequently using them for cryptographic applications.

1.1. Outline and Results

In the following, we present a chapterwise overview of the main results in this thesis.

Connections with existing literature and techniques used for proving these results will be



discussed in the chapters themselves. The main chapters of this thesis are based on the
following papers and manuscripts:

(1) Smooth min-entropy lower bounds for approximation chains | ].

(2) Proving security of BB84 under source correlations | ].

(3) Universal chain rules from entropic triangle inequalities | .

(4) Security for parallel DIQKD | ]

We have arranged the contents in the order in which they were developed, which is also

roughly the increasing order of sophistication.
Chapter 2: Background

In this chapter, we review the notation and fundamental concepts used throughout this
thesis. We present key tools in quantum information and information theory, and introduce
cryptographic primitives used in our work. These include the entropy accumulation theorem
(EAT), quantum key distribution (QKD), and device-independent quantum key distribution
(DIQKD). Readers familiar with the subject may choose to skip this chapter and refer back

to it as needed.

Chapter 3: Smooth min-entropy lower bounds for approximation
chains

In Chapter 3, we begin our exploration of approximation chains by examining them
under additional simplifying conditions. We first examine the simplest scenario: a state
with approzimately independent registers. This is a state panp which, for every 1 < k < n,

satisfies

HpA’fB = pa, ® pA’f‘lBHl <€ (1.12)

for some small € > 0 and a large n (in particular n > 1). That is, for every k, the system
Ay is almost independent of the system B and everything else which came before it. For
simplicity, let us further assume that for all k the state pa, = pa,. Intuitively, one expects
that the smooth min-entropy (with the smoothing parameter depending on € and not on n)
for such a state will be large and close to » n(H(A;) — g(€)) (for some small function g(¢)).
However, it is not possible to prove this result using traditional techniques, which rely only
on the triangle inequality and smoothing. The triangle inequality, in general, can only be

used to bound the trace distance between panp and ®;_,pa, ® pp by ne, which will result in



a trivial bound when n > %

To demonstrate such a smooth min-entropy lower bound, we introduce a key tool used
throughout this thesis for analysing approximation chains: the entropic triangle inequality.
For two general states pap and nap, such that d:= D3 (pag|[nap) (see Definition 2.19), we
can easily bound the smooth min-entropy of p in terms of the min-entropy of n by using the

fact that there exists a state pap such that pap ~s pap and
pap < enap. (1.13)
Suppose, the state op satisfies Dyax(nag|| 14 ®05) = —Humin(A|B),, then
pap < e Hmin(ABn-d) ] @ p. (1.14)

This implies that

Hy3n(AlB) > Hyin(A|B)y = Diax (pasllnan) (1.15)
We call this an entropic triangle inequality, since it is based on the triangle inequality
property of Dy... We can further improve this smooth min-entropy triangle inequality
to (Lemma 3.5)
€+8 7t a € 91(676)
Hiin(AIB), 2 Ho(AlB)y = —— Dinax(paslinas) - ==~ (1.16)

for some function ¢, e+d <1 and 1 <a <2.

Our general strategy for bounding the smooth min-entropy of a state in terms of its
approximation chain will be to first bound the “one-shot information theoretic” distance
(the smooth max-relative entropy distance) between the real state p (parp in the above
scenario) and a virtual, but nicer state, n (®}_,pa, ® pp above) by nf(e) for some small
f(€). Then, we use one of the entropic triangle inequalities above to reduce the problem of
bounding the smooth min-entropy on state p to that of bounding an entropy on the state 7.
Using this strategy, we prove (Corollary 3.10) that for states satisfying the approximately

independent registers assumption, we have that

HOC ) (A31B), > n (H(A), - O(*)) - O (i) (1.17)

min 63 /4

where O hides logarithmic factors in 1/e.

We also consider the scenario of approximate entropy accumulation in this chapter. In the

setting for entropy accumulation, a sequence of channels M, : R, 1 - Ay B Ry for 1 <k<n

sequentially act on a state pggo)E to produce the state pArBrE = M, 00 Ml(pg]o)E). It is



assumed that the channels M, are such that the Markov chain A¥! < BYIE « By is
satisfied for every k. The entropy accumulation theorem (EAT) | |, then provides a
tight lower bound for H?, (A}|B'E),. We consider an approximate version of the above
setting where the channels M themselves do not necessarily satisfy the Markov chain con-
dition, but they can be e-approximated by a sequence of channels M, which satisfies certain
Markov chain conditions. Such relaxations are important to understand the behaviour of
cryptographic protocols, like device-independent quantum key distribution | |, im-
plemented with imperfect devices | , ]. Once again we can model this scenario

as an approximation chain: for every 1 < k < n, the state produced in the k*® step satisfies

PakprE = trg, o My, (Mk—l 0+ 0 Ml(pgo)E))

k
~ trg, o M, (Mk—l 00 M1(pg)0)}; ) = O-il’f)BfE'

o
AVBEE
the Markov chain condition A « B¥'E < By, and so one expects that the smooth

Moreover, the assumptions on the channel M) guarantee that the state o satisfies

min-entropy is large for the state p similar to the original setting.

Following the strategy described above, in Theorem 3.12, we show the following smooth
min-entropy lower bound for the state parpng for sufficiently small € and an arbitrary 6 >0

$ ~ 1
), (AV|BYE), > Y inf H( Ay BrRy-1) s (o) — nO(€?*) = O (—) (1.18)
k=1 “

cl/24

where the infimum is over all possible input states wp 7 for reference register Ry
isomorphic to Ry-1, and the dimensions |A| and |B| are assumed constant while using the

asymptotic notation.
Chapter 4: Proving security of BB84 under source correlations

We use the techniques developed in Chapter 3 to address the source correlation problem
in QKD | |. Briefly speaking, the security proofs of QKD require that one of
the honest parties produce randomly and independently sampled quantum states in each
round of the protocol. However, the states produced by a realistic quantum source are
somewhat correlated across different rounds due to device memory and imperfections. These
correlations are called source correlations. Proving security for QKD under such a correlated
source has been a challenging problem, and no general satisfying solution was known
before. In this chapter, we use the entropic triangle inequality to reduce the security of the
BB84 QKD protocol with a correlated source to that of the QKD protocol with an almost

perfect source, for which security can be proven using existing techniques. This allows us to



provide a general and simple proof of security for QKD in the presence of source correlations.
Chapter 5: Universal chain rules

In this chapter, we revisit the question of bounding the smooth min-entropy of a state
in terms of the entropies of its approximation chains, focusing on general approximation

chains unlike Chapter 3.

There are multiple alternative definitions of the smooth min-entropy, which are equal to

the one we defined above up to a constant | , , |. One of these, is
the H!. min-entropy and its smoothed variant H¢ , defined as:

mln(A|B)P —sup{)\eR pap < e ]1A®p3} (1.19)

Hrinfn(ALB)P = Sllp mln(AlB) (120)

where the supremum is over all subnormalised states p4p which are e-close to the state p in

the purified distance. | , Lemma 20| showed that this smooth min-entropy is equal
to the conventional HY, up to a constant:
H2(A118), - O (1og 1 ) < HY, (A11B), < Ho (A115),. (1.21)
One can now ask whether anfn satisfies a chain rule like Eq. 1.9, that is, does
HYAOAB), 2 3 HE (AAS B), = nga(e) - k(e), (1.22)
k=1

hold true for some g1,9o and k as in Eq. 1.97 We prove that this is indeed the case.
Establishing this in Theorem 5.7 is the first main result of this chapter. We term this a
universal chain rule for the smooth min-entropy to emphasise the fact that it is true and
meaningful for a constant € € (0,1) and an arbitrary n € N. It is worth noting that this chain
rule allows us to break the smooth min-entropy of a system into a sum of the entropies of

its parts, with the entropies being almost as strong as the smooth min-entropy itself.

The second major result in this chapter is an unstructured approximate entropy accumu-
lation theorem (Theorem 5.8). Unlike the approximate EAT in Chapter 3, this theorem does
not require the state p to be produced by a sequential process. Nor does it consider approx-
imations at the level of channels. It shows that for any state p ANBrE with an approximation

chain (cf )i, such that for every 1 <k <n:

ABrE

) —N((’“) ) ) (1.23)

AkBkE Y LBR-1ERy,



for some state &% and a channel N}, : R, - A, B, which samples B;, independent

AVIBF-1ER,
of the previous registers, we have the bound

HO D (ANBYE), > Y inf H(ABuRi) () ~nO(/1?) -0 (L) (1.24)

min 5/12
k=1"BrBRy e

where the infimum is over all states wp, 5, -
Chapter 6: Security for parallel DIQKD

Security proofs for QKD protocols assume fully characterized devices, which is unrealistic
in practical implementations. Consequently, these implementations remain vulnerable to
side-channel attacks, where an adversary exploits imperfections in preparation and detec-
tion devices to extract additional information | : |. Device-independent
quantum key distribution (DIQKD) addresses this issue by implementing key distribution
with untrusted or potentially malicious devices. The security of DIQKD protocols relies

solely on the properties of quantum mechanics.

Typically, during a DIQKD protocol, multiple non-local games are played using quantum
states shared between the participants. The ability of the participants to win these games
with probabilities exceeding the limits of classical strategies ensures security of these
protocols. These games may be played sequentially or parallelly. Sequential protocols are
easier to analyse as they can be broken down into smaller steps, each depending only on
the preceding steps. In contrast, during parallel DIQKD, the two parties input all the
questions for the multiple games into their devices and receive all the answers at once.

This simultaneous nature makes the analysis of these protocols significantly more challenging.

This chapter focuses on proving security for parallel DIQKD. We employ techniques
developed for analysing parallel repetition of non-local games. Roughly speaking, we show
that the state produced at the end of the protocol, PAT BT XTYPE, where X7, Y] are the
questions, AT, B} are the answers for the non-local games, and E is the adversary’s register,

has an approximation chain o) " satisfying:
AYBEXTYFE )y

(k) _ ABRr—>XiYrARBy [ (k,0)
UA’fBiCXfylkE = Mk UA’f’le’IXfflylkfleE (1.25)

where M, is the channel applied by participants playing a single round of the non-local
game. This result allows us to apply the unstructured approximate EAT proved in
Chapter 5 to establish the smooth min-entropy lower bound required for the security proof.

Our approach yields a more information-theoretic and general proof for parallel DIQKD

10



compared to previous proofs, although it also comes with certain limitations.
Chapter 7: Exploring further...
We conclude by briefly examining some problems in the broader field where approxima-

tion chains appear, and discussing how the techniques developed in this thesis might prove

useful for them.

11






Chapter 2

Background

2.1. Notation

We use the notation [n] to denote the set {1,2,---,n}. For n quantum registers or
variables (X7, Xs,-+, X,,), the notation Xij refers to the tuple (X, Xj:1,---,X;). For a set
S ¢ [n], the notation Xg represents the tuple (X;);es.

For a classical probability distribution p4p, the conditional probability distribution p4 s

pas(a,b)
pB(b)

pap to be the uniform distribution for our purposes. The probability distribution gppas

is defined as pajp(alb) = when pg(b) > 0. For the case when pgp(b) = 0, we define

for a distribution ¢ on random variable B is defined as qppajp(b,a) := qg(b)pas(alb).

For a quantum register A, |A| represents the dimension of the underlying Hilbert space.
If X and Y are Hermitian operators, then the operator inequality X > Y denotes the fact
that X —Y is a positive semidefinite operator and X > Y denotes that X - Y is a strictly
positive operator. We write supp(X) to denote the support of the Hermitian operator X
and use X <Y to denote that supp(X) ¢ supp(Y).

A quantum state (or briefly just state) refers to a positive semidefinite operator with
unit trace. At times, we will also need to consider positive semidefinite operators with trace
less than equal to 1. We call these operators subnormalised states. We will denote the set of
registers a quantum state describes (equivalently, its Hilbert space) using a subscript. For
example, a quantum state on registers A and B, will be written as p4p and its partial states
on registers A and B, will be denoted as ps and pg. A classical-quantum state on registers
X and B is given by pxp = >, p(x)|x) (x| ® ppjs, Where pp), are normalised quantum states

on register B.



The identity operator on register A is denoted using 1 4.

The term “channel” is used for completely positive trace preserving (CPTP) linear maps
between two spaces of Hermitian operators. A channel N/ mapping registers A to B will be
denoted by N 4.p5. We refer the reader to | | for more information about quantum

states, channels and their properties.

A measurement (also called a positive operator valued measure or POVM) 1 on register
A with outcomes Z stored in register Z is a tuple of positive operators (p(z))..z such that

w(z)>0and ¥,z pu(z) = 1z. For a quantum state, p4, the probability of outcome z is given
by tr(u(z)pa).

Finally, we note that we use base e for both the exp and log functions in this thesis.

For quick reference, we summarise the key notation used throughout this thesis in Ta-
ble 2.1.

Notation Brief Description

[n] Set {1,2,---,n}

X/ Tuple (X, X1, X;)

Xs Tuple (X;)ies for S ¢ [n]

paB Conditional probability distribution of A given B for pap
|A| Dimension of Hilbert space of register A
X>Y X —Y is positive semidefinite

X>Y X —Y is strictly positive

supp(X) Support of operator X

X <Y supp(X) ¢ supp(Y')

14 Identity operator on register A

N aiLg Channel from register A to B

exp(-) Exponential function with base e

log(-) Logarithm function with base e

Table 2.1. Summary of notation used in this thesis.
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2.2. Distance measures
2.2.1. Schatten p-norms

Similar to how [-] , is defined for vectors, one can define the Schatten p-norm for matrices,

including quantum states, as well.

Definition 2.1. For 1 <p < oo, the Schatten p-norm for a matriz A is defined as
1A, = (tr((AfA)g))E. (2.1)

The p-norm for a matrix A is in fact equal to the p-norm for the vector of its singular values,
s(A):

[AlL = (A, - (2:2)

In quantum information, we are particularly interested in the Schatten 1-norm also called
the trace norm, which is useful for comparing the distance between quantum states. The

Holevo-Helstrom theorem gives us an operational interpretation for the trace norm.

Theorem 2.2 (Holevo-Helstrom theorem | , Theorem 3.4]). Suppose a source pro-
duces quantum states p and o each with probability 1/2, then the probability of successfully
determining which state was prepared is at most

1 1

S(1+310-01,)- (2.3)

This probability is achievable for appropriately chosen measurements.

In particular, in cryptography, if a protocol produces a state p, which has a trace norm
distance at most € from the ideal state of the protocol, then the real state p acts like the

ideal state under all operations up to an error probability of € | -

2.2.2. Diamond norm for channels

We will also use the diamond norm distance as a measure of the distance between two

channels.

Definition 2.3. For a linear transform N o_p from operators on register A to operators on

register B, the diamond norm distance is defined as

Nassl, = max —[Na.p(Xar)ly (2.4)

Xar:|Xarl<1

where the maximum is taken over all Hilbert spaces R (fixing |R| = |A| is sufficient) and

operators X ag such that | Xag|, < 1.

15



Similar to the trace norm for states, the diamond norm determines the probability with

which one can operationally distinguish two channels | , Theorem 3.52].
2.2.3. Fidelity

The fidelity and the generalised fidelity are distance measures which are closely related

to the trace norm distance. They are defined as follows.
Definition 2.4. The fidelity between two positive operators P and () is defined as

F(PQ) = VPV . (2.5)

Definition 2.5. The generalised fidelity between two subnormalised states p and o is defined

as

2

F.(p,0):= (H\/ﬁ\/ng + \/(1 —trp)(1 —tro))

2.2.4. Purified distance

(2.6)

The generalised fidelity turns out to be more natural than the trace norm for quantum
states while smoothing entropic measures. The purified distance is a metric defined using

the generalised fidelity. It will be used to quantify the distance while smoothing.
Definition 2.6. The purified distance between two subnormalised states is defined as

P(p,0):=+\/1-F.(p,0). (2.7)

Purified distance and the trace norm are related by the following inequalities |

Lemma 3.5], which are called the Fuchs-van de Graaf inequalities:

1 1/2
5 lo=ali< Plp.o) < lp-al)”. (2:8)

2.3. Entropic quantities

We briefly define and discuss the commonly used entropic quantities in this thesis. We
refer the reader to the books | ] and | | for a more comprehensive treatment of

these topics.

Throughout this thesis, we will use base e for both the functions log and exp. Therefore,
all the entropies in this thesis are in nat units. We note that this does not result in a major

change in well known information theoretic identities.

16



2.3.1. von Neumann entropy

Entropic quantities are used to quantify the amount of information or uncertainty in
different scenarios. The most commonly used entropic measure is the von Neumann entropy,

which is defined for a state p4 as

H(A),:=—-tr(palogpa). (2.9)

The von Neumann entropy operationally characterises the asymptotic rate of compression
for an i.i.d. source (see, for example | , Theorem 18.2.1]). We can use this definition
to create a conditional entropy, which measures the uncertainty of a register with respect to
another register (see | , Corollary 22.4.2] for an operational interpretation of H(A|B),

in terms of the entanglement required for state transfer).

Definition 2.7. For a state pag, the conditional von Neumann entropy of register A with

respect to register B is defined
H(A|B),:=H(AB),- H(B),. (2.10)
The conditional von Neumann entropy satisfies the following chain rule:
H(AB|C) = H(A|C) + H(B|AC). (2.11)

It also satisfies the data processing inequality, which states that if one applies a channel

®p_p to the state pap, then the entropy increases, that is
H(A|B") () > H(A|B),. (2.12)
2.3.2. Quantum relative entropy

The quantum relative entreopy, also called the Umegaki relative entropy, can be viewed
as an information theoretic measure of the distance between two states, although it is not
a metric (it is not even symmetric). It plays an important role in information theory and
this thesis specifically. Operationally, it can be interpreted through the task of hypothesis
testing | ].

Definition 2.8. The relative entropy between two nonzero positive semidefinite operators P

and @ is given by

tr(Plog P—Plog Q) .
if (P <
pri-{ o 9 (2.13)

00 else.

17



The relative entropy can be viewed as the parent quantity for the von Neumann entropy.

In particular, we have that for a state pap

H(AIB), = ~D(psl| 14 8p5) (214
=sup-D(pap||1a®op) (2.15)
oB

where the supremum in the last line is over all states og on the register B.

The relative entropy also satisfies a data processing inequality. For any channel ® and

positive operators P and (), we have
D(P||Q) > D(2(P)||2(Q))- (2.16)
In this thesis, we will also need the measured relative entropy D,,.

Definition 2.9. The measured relative entropy between two monzero positive semidefinite

operators P and Q) is given by
D (PlIQ) = sup D(M(P)[|M(Q)) (2.17)

where the supremum is taken over all measurement channels M, that is, channels such that

M(p) = X pex tr(Myp) |z) (x| for some POVM elements (M), and an alphabet X .

Due to the data processing inequality, we have
D (PllQ) < D(P||Q) (2.18)
for all positive operators P and ().
2.3.3. Mutual information

The mutual information between two registers for a state provides a measure of the

correlations between them.

Definition 2.10. For a state pap the mutual information between registers A and B is

defined as

I(A: B),:=D(pasllpa ® ps). (2.19)

Operationally, it characterises the entanglement-assisted capacity for communication over

a channel (see, for example [ , Theorem 21.3.1]).

18



2.3.4. Rényi relative entropies

We follow the notation in Tomamichel’s book | | for Rényi entropies. These en-

tropies are necessary for understanding information tasks in the one-shot regime.

Definition 2.11 (| : ). The sandwiched a-Rényi relative entropy for
o€ [%,1) U (1,00] between the positive operator P and @ is defined as

L log QPP 7) if (a<land P+ Q) or (P < Q)

Da(PlQ) = e (2.20)
00 else.
where o' = &1
Definition 2.12 ( | ]). For a €[0,1)u(1,2], the Petz a-Rényi relative entropy between

the positive operators P and Q) is defined as

_ Llom if (<1 and P + or (P «
DQ(P”Q) — a-1 g tr(P) f( Q) ( Q) (221)
00 else.

In the limit o - oo, the sandwiched relative entropy becomes equal to the max-relative

entropy, Dax, which can equivalently be defined as follows.

Definition 2.13. The maz-relative entropy between two positive operator P and () is defined

as
Duax(P||Q) :=inf {A e R: P < e*Q}. (2.22)

Both D, and D, are monotonically increasing in . In the limit of @ — 1, both the Petz

and the sandwiched relative entropies equal the quantum relative entropy, D(P||Q).

For « in their range of definition, both the Petz and the sandwiched Rényi relative
entropies satisfy the data processing inequality, that is, for all quantum channels ® and

positive operators P and (), we have

Da(P|Q) 2 Da(2(P)||2(Q)) (2.23)
Da(PlIQ) > Da((P)|2(Q)). (2.24)

Finally, we note that these relative entropies satisfy

Da(Pl|Q) < Da(PlIQ) (2.25)

for all « € [0,2] and positive operators P and Q.
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2.3.5. Rényi conditional entropies

We can use the relative entropies defined above to define conditional entropies, similar

to how the von Neumann conditional entropy is derived from the relative entropy (Eq. 2.14
and 2.15).

Definition 2.14. For the subnormalised state pap, we can define the sandwiched Rényi

conditional entropies as
AL(AIB), =5 ~Da(panl| 11878) (2.26)
Hy(AIB), = =Da(pagl 14 ©pz) (2.27)
for ae [%,1) U (1,00] and the Petz Rényi conditional entropies as
H(A|B), = Sup ~Do(papllLa®op) (2.28)
HY(AIB), = ~Da(pasl La®ps) (2.29)

for a € [0,1) u (1,2]. The supremum in the definition for HY and H) is over all quantum

states og on register B.

In the limit o — 1, all four of these conditional entropies converge to the von Neumann
conditional entropy H(A|B).

These conditional entropies satisfy a data processing inequality similar to the von Neu-
mann entropy (see, for example | , Corollary 5.1]). For a channel ®5_p and state

paB, we have
H, (A1B)agy) 2 Ha(AB), (2.30)

where H, can be any one of {H}, H., H}, H.} for o lying in the appropriate domain of
definition for the entropy.

2.3.6. Min-entropy

The conditional entropy HL is called the min-entropy and is usually written as Hy,. It
characterises the amount of randomness one can extract from a classical register which is

correlated to an adversary’s register. It can be equivalently defined as:

Definition 2.15 ( | ]). For a subnormalised state pap, the min-entropy of register A

given register B is defined as

Hin(A|B), = sup {)\ eR: there exists state o such that pag <e 14 ®O’B} ) (2.31)
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Another version of the min-entropy, that will be relevant in this thesis is given by H.

We denote it here using H?

min"*

It can alternatively be defined as:

Definition 2.16. For a subnormalised state pag, the H'.  of register A given register B is

defined as
H}(AIB), =sup {AeR: pap < e 14 8pp) (2.32)
_1 _1
=—log|lpg*paBpy’ (2.33)

For a classical distribution pap, the min-entropies above simplify to

Hynin(A|B)p = - log gp(b) max p(alb) (2.34)

Hy,1,(A|B), = ~log max p(alD). (2.35)

The expressions for these entropies in the classical case clearly demonstrates the difference
between H,,;, and H'

min*

Since Hy;, is the negative log of the guessing probability | ],

it averages over the values of B. Whereas H'

min

selects the worst possible value of B and

then calculates the guessing probability for this value.

2.3.7. Max-entropy

"
1/2

The max-entropy essentially characterises the performance of source and channel coding in

The conditional entropy H!, is called the max-entropy and is usually written as Hax.

the one-shot setting.

Definition 2.17. For a subnormalised state pap, the max-entropy of register A given register
B is defined as

HmaX(A|B)p = SuplOgF(PABa]lA ®UB)' (236)
2.3.8. Smoothed entropies

Typically in applications, one uses smoothed versions of one-shot entropies. This allows

one to consider finite error for applications, and it also results in tighter bounds.
We begin by defining an e-ball around a state.

21



Definition 2.18. For a subnormalised state p, and 0 < e < \/tr(p), we define the e-ball

around p as

B.(p)={p=20:P(p,p) <€ and trp<1}. (2.37)
Using this, we define smoothed versions of Dy.x, Huin, Hrlnin and H,,.x as follows.

Definition 2.19. We define the smooth maz-relative entropy between a subnormalised state

p and a positive operator Q for 0 < e <\/tr(p) as

Diax(pllQ) == dnf Dinax (£|Q). (2.38)
Definition 2.20 ( | ]). For a subnormalised state pagp, and 0 < e <\/tr(p), we define
the smooth min-entropy of register A given register B as
Hremn(A|B)p ‘= Ssup Hmm(A|B)ﬁ (239)
peBe(p)

Definition 2.21. For a subnormalised state pap, and 0 < € < \/tr(p), we define the H" of

min

register A given register B as

e (AlB),:= sup H'.

min min
peBe(p)

(AIB),. (2.40)

Definition 2.22. For a subnormalised state pag, and 0 < e <+\/tr(p), we define the smooth

maz-entropy of register A given register B as

(A|B),:= inf Hmax(A|B) (2.41)

max eBe(p

, Lemma 20] relates the two smooth min-entropies above as:

min min

HE, (AIB), - log( 2, %) < HY*(AIB), < HX, (A|B),. (2.42)

We primarily use Hf; as the smooth min-entropy in this thesis. In Chapter 5, we work

with Hilfn to establish a universal chain rule for the smooth min-entropy.

The following lemma (originally proven in | |) relates the smooth min and max-

entropies with the Rényi conditional entropies.

Lemma 2.23 (| , Lemma B.10]). For a quantum state p and o € (1,2] and € € (0,1),
we have
Hygo(A1B) 2 H}(41B), - X (2.43
Hy(AIB) < L (A1B), + g“) (2.44)
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for g(€) :=—log(1-V1-¢€2).

This lemma also shows that for a € (1,2] the sandwiched conditional entropy H}, behaves

like the min-entropy, whereas for v € [1/2,1), it behaves like the max-entropy.

One of the key advantages of smoothing is that for a given e, the regularisations of

the smoothed quantities equal their von Neumann counterparts [ , , .

Specifically,
1
—Diaax (p%"|0®") = D(pllo) (2.45)
1
EHﬁnn(AﬁB?)p%% = H(A|B), (2.46)
1 € n n
EHmaX(Al |Bl )pﬁ% = H(A|B)P (247>

This allows one to derive the i.i.d. results as special cases of their one-shot generalisations.

2.4. Privacy amplification

Privacy amplification is one of the most important primitives in cryptography. It allows a
party holding a string, which might be correlated with an adversary’s information, to extract
a key that is completely random from the adversary’s viewpoint. This primitive is often used
at the end of cryptographic protocols like QKD. The amount of randomness, which can be
extracted from a register is quantified by the smooth min-entropy as the leftover hashing

lemma shows below.

Definition 2.24. A family of functions F from register X to Z is called two universal if for

all x # 2" and a F € F chosen uniformly at random, we have

Pr[F(z) = F(2")] < |—;| (2.48)

Lemma 2.25 (Leftover hashing lemma | : |). For a set of 2-universal hash
functions F from A to Z and a classical-quantum state pap =¥, p(a)la) (a| ® pg), let pzEF
be the state produced by applying a random hash function F' € F to register A to produce the
output register Z. This state satisfies

1 .
2 lpzEr — 72 ® pEF| < 26 + 3 (108 1Z1-H 3 (A1) (2.49)

where Ty = ‘—é‘ 14 s the completely mized state on register Z.
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(AlE), -
uin (A1 E), -

So, if one chooses a family of hash functions with output length |Z| = H¢ ..

2log 1/e, the output state pzprp is 3e close to 7z ® pgr. Thus, one can extract HS

O(1) amount of randomness independent of the adversary for the state p.

2.5. Substate theorem

The quantum substate theorem stated below is one of the major results used to bound
the smooth max-relative entropy in this thesis. This theorem serves as a tool to convert

bounds on the measured relative entropy to bounds on the smooth max-relative entropy.

Theorem 2.26 (Quantum substate theorem | : |). Let p and o be two normalised

states on the same Hilbert space. Then for any e € (0,1), we have

1 1
Dnpllo) +1 oy L
€ 1-¢

DYi(pllo) < (2.50)

Usually, the above theorem is stated with the relative entropy D(pl||c’) on the right-hand
side instead of the measured relative entropy D,,(p||c). Since, in the proofs in Chapter 5
we are only able to derive bounds on the measured relative entropy, we need the stronger
version stated above. It is, therefore, instructive to understand how it is possible to use

D, (plle) in the bound above.

[ , | actually prove a bound on Dmax( p|lo) in terms of a divergence they call

the observational divergence D s, which is defined as

tr
D s (p||o) := sup {tr(Pp) log ((Ppg for 0 < P <1 such that tr(Po) # O} (2.51)
o
[ , Theorem 1] proves that
obs (P]|0 1
DYe(pllr) < Pt 4 pog L (252
€ 1-¢€
Observe that for any binary measurement (P,1-P), we have
tr(Pp 1-tr(Pp
Don(pllo) 2 1(Pp) g T 22+ (1= (Pp) ok 1= o)

r(P
> tr(Pp) log (PZ) + (1 -tr(Pp))log (1 -tr(Pp))
r(Pp)
> tr(Pp)l -
> tr(Pp)log tr(Po)
which implies, that
Dops(pllo) < Di(pllo) + 1. (2.53)
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This allows us to use D,,(p||o) in the bound for the substate theorem.

2.6. Entropy accumulation theorem (EAT)

As mentioned in Chapter 1, unlike the von Neumann entropy, one cannot generally
decompose the smooth min-entropy of an n-partite system into the smooth min-entropies of
its n subsystems. The entropy accumulation theorem (EAT) | | allows one to break
the smooth min-entropy of a large system produced by a sequential process into the sum of
its parts, like a chain rule, under certain conditions. This technique is very powerful and
allows one to adapt security proofs based on the i.i.d. assumption to the one-shot setting.

As a result, it is able to provide tight bounds on the rates of cryptographic applications.

2.6.1. Quantum Markov chains

EAT requires certain Markov chain conditions to be true. We begin by defining a Markov

chain.

Definition 2.27. A state papc is said to obey the Markov chain A < B < C' if there exist
Hilbert spaces {a;}; and {c;}; such that B satisfies the following isomorphism under the

isometry V : B — (EB]- aj) ® (D cr)
Bz @aj ® ¢
j
and
VpapcV' = E?PA% ® pe;C-
Equivalently, papc satisfies A< B <« C if and only if I(A:C|B), =0.

For a state papc satisfying the Markov chain A <> B < (' the information theoretic
characterisation /(A : C|B), = 0 implies that the register C' holds no information about

register A in addition to the information contained in register B.

2.6.2. Overview

The entropy accumulation theorem (EAT) | | provides a tight and simple lower
bound for the smooth min-entropy H¢, (A}|BTE), of sequential processes, under certain
Markov chain conditions. The state panprp in the setting for EAT is produced by a
sequential process of the form shown in Fig. 2.1. The process begins with the registers Ry
and E. In the context of a cryptographic protocol, the register Ry is usually held by the

honest parties, whereas the register E is held by the adversary. Then, in each round k € [n]
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Fig. 2.1. The setting for the entropy accumulation theorem.

of the process, a channel M, : R,y - Ay B Ry is applied on the register R;_; to produce
the registers Ay, By, and Ry. The registers A} usually contain a partially secret raw key and
the registers B} contain the side information about A} revealed to the adversary during the

protocol. It can be seen that for cryptographic applications if one can prove a lower bound

for H¢

min

A"|B"FE), then one can also create secret key of almost the same length usin
1121 Y g g

privacy amplification.

EAT requires that for every k € [n], the side information By, satisfies the Markov chain
Akl o BF1E « By, that is, the side information revealed in the &*® round does not reveal
anything more about the secret registers of the previous rounds than was already known to
the adversary through B¥'E. Under this assumption, EAT provides a lower bound for the

smooth min-entropy. We state the result in the following theorem.

Theorem 2.28 ( | 1). If a state parprp = My 00 /\/ll(pg)o)E) produced through the
sequential process shown in Fig. 2.1, satisfies the Markov chain conditions A¥1 < B¥1F «

By, for every k € [n], then

Hiio(ATBYE), 2 ) inf H(ARBrR) ) — V1 (2.54)
k=1“Rp_1 R
where the infimum is taken over all input states to the channels My and ¢ >0 is a constant

depending only on |A| (size of registers Ay) and e.
2.6.3. EAT with testing

EAT is usually applied while conditioning on the outcome of certain statistics. This
helps ensure that the infimums occuring in the right-hand side of the bound in Eq. 2.54 are
non-zero. We present the framework for testing in EAT here and restate the theorem with
testing as Theorem 2.30. We use the same framework for our approximate generalisations

of the theorem as well.
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In this section, we will consider the channels M, which map registers R;_1 to Ay B Xi Ry
such that X} is a classical value which is determined using the registers A, and By (We
assume that all X} have the same alphabet X’). Concretely, suppose that for every k, there
exist a channel T : A, B, — A B X} of the form

T(was,) = LI © TG w5, T @ 115 @ | (4,2)) (£ (4,2l x, (2.55)

k k
y,Z

where {Hffk) }y and {Hgk)}z are orthogonal projectors and f is some deterministic function

which uses the measurement results y and z to create the output register X;. We assume
that every My, =T o /\/l,(go).

Let P be the set of probability distributions over the alphabet of X registers, X'. Let
R be any register isomorphic to Ry_;. For a probability ¢ € P and a channel N}, : Ry, —
AL BL XL Ry, we define the set of states

Yr(qINg) = {va,B.x,ror = Nk (wr,_,r) : for a state wg, , g such that vx, = ¢} (2.56)

as the states that are compatible with the output distribution ¢ on register X, when input
to the channel N7,.

We use this notation to define a min tradeoff function, which will be used to bound the

min-entropy in the theorem.
Definition 2.29. A function f : P — R is called a min-tradeoff function for the channels
{Nw}i, if for every k € [n], it satisfies

< inf  H(ALBWR),. 92.57
f(q) st (Ax|BiR) (2.57)

For a string x7 € X", we define its frequency distribution freq(z7) € P as

freq(z")(a) := [{ie [n]nfm = a}|.

With the above definitions and notation in hand we can state the entropy accumulation

(2.58)

theorem in its full generality.

Theorem 2.30 ( | , Theorem 4.4]). Let the channels {M;}, be as described above
and the state PATBRXTE = M, o"-O./\/ll(pg%OO)E) be produced through a sequential process similar
to Fig. 2.1. Suppose, p satisfies the Markov chain conditions A¥1 <> B¥1E « By, for every
ke[n]. Let f be an affine min-tradeoff function for all the channels {M;}!, and let 0 <€ < 1.
Then, for any event 2 € X™ such that for every x7 € 2, f(freq(zt)) > h, we have

Hyin(AL|BYE) g 2 nh = cv/n
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for ¢ =2(log(1+2|A]) + |V f]. +1)\/1-2log(ePr,()), where |A| is the mazimum dimen-
sion of the systems A; and Pr,(Q) is the probability of the event Q) for the state p.

The entropy accumulation theorem is fairly general and has found many appli-
cations in cryptography. It has been applied to prove the security of sequential DI-
QKD | ], randomness expansion | |, to prove bounds on quantum

random access codes | |, and also to prove bounds on Lyapunov exponents | .

Using recently proven chain rules | ] for channel sandwiched Rényi relative entropies,
[ ] have been able to relax the Markov conditions required in the theorem above.
Their generalized entropy accumulation theorem allows for the adversary’s registers to also
evolve in every round. The only condition, imposed on the channels, M;, is that they
satisfy a kind of non-signalling property for channels, which requires that information is not
leaked by the honest parties devices to the adversary. This generalisation can be applied
to scenarios like blind randomness generation | , , , ], where one
cannot apply the original entropy accumulation theorem because the Markov condition is

not satisfied.

2.7. Quantum key distribution (QKD)

Key distribution is a primitive in cryptography, which allows two honest parties, Alice
and Bob to share a secret key in the presence of an adversary, Eve. Classically, key
distribution cannot be accomplished without some assumption on the capabilities of the
adversary. Typically, it is assumed that a certain problem is computationally “hard” even
for the adversary. However, quantum mechanics allows two parties to implement key
distribution unconditionally | : , |. These quantum key distribution (QKD)
protocols rely on the fact that it is not possible to measure an unknown quantum state

without disturbing it.

We will discuss (a variant of) the BB84 protocol in detail in order to understand QKD.
It is presented as Protocol 2.1. For the protocol, it is assumed that Alice and Bob have
access to a classical authenticated channel and a (insecure) quantum channel. In particular,
Eve can access and arbitrarily modify the states sent over the quantum channel, but she
cannot change the contents of the classical authenticated channel. She can only read these

contents.
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BB84 QKD protocol”

Parameters:
— n is the number of qubits sent
— € (0,1) is the probability of measurement in the X basis {|+),|-)}.
— e€(0,1) is the maximum error tolerated

Protocol:

(1) For every 1 <i<n perform the following steps:

(a) Alice chooses a random bit b; and with probability 1 — p encodes it in the
Z basis and with probability p in the X basis.

(b) Alice sends her encoded qubit to Bob.

(c) Bob measures the qubit in the Z basis with probability 1 — x4 and X basis
with probability p. He records the output as b;.

(2) Sifting: Alice and Bob share their choice of bases for all the rounds and discard
the rounds where their choices are different. We use X' (Z) to denote the set of
indices where Alice encoded the bit in basis X (Z) and Bob measured it in the
X (Z) basis.

(3) Parameter estimation: Alice and Bob announce their string by and b, (b;’s
for the set X') and compute é = ﬁ Yiex bi ® bl They abort if € > e.

(4) Information reconciliation: Alice and Bob use an information reconciliation
procedure, which lets Bob obtain a guess for Alice’s raw key bz (if the information
reconciliation protocol succeeds 133 =bz).

(5) Raw key validation: Alice selects a random hash function from a 2-universal
family and sends it along with hash(bz) to Bob. If hash(bz) # hash(bz) Bob
aborts the protocol.

(6) Privacy amplification: Alice and Bob use a privacy amplification protocol to

create a secret key.

“Strictly speaking, this is a modern variant of the BB84 protocol. However, we will refer to it as the
BB84 protocol for this thesis.

Protocol 2.1

The protocol uses classical bits {0,1} encoded in the X basis (as the states {|+),|-)}) and
Z basis (as the states {|0),|1)}) (also see | |). In a single step of the protocol, Alice
randomly chooses a bit b; and encodes it randomly in the X or Z basis. She then sends her
qubit to Bob, who randomly measures it in the X or Z basis. If Bob measures the qubit in

the same basis in which Alice encoded it, then he would also measure the bit b; assuming no
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adversary or noise interferes with the protocol. This step is repeated multiple times during
the protocol. Then Alice and Bob publicly share their bases choices and discard the rounds
where Bob’s measurement basis do not match Alice’s encoding basis. They use the rounds,
where Alice encoded using the X basis to estimate the noise during the protocol. If the
noise is higher than a certain threshold, they abort. In order for Eve to gain information
about Alice’s raw key bz, Eve has to interact with the qubits sent by Alice. The idea for
proving security for this QKD protocol is that if Eve interferes too much with Alice’s qubits,
then the noise measured by Bob is high. Otherwise, the amount of information gained by
Eve is small enough that Alice and Bob can extract a secret key. Alice and Bob perform
information reconciliation and key validation after parameter estimation to make sure that
they hold the same strings. At this point, Eve may have partial information about these
strings. So, in the final stage of the protocol, Alice and Bob use privacy amplification
with appropriate parameters to make the keys independent of Eve’s state. We describe this

classical post-processing in more detail in Sec. 2.7.2.
2.7.1. Security definition for QKD

In a QKD protocol, Alice and Bob are honest parties and Eve is considered to be an
adversarial eavesdropper. Alice and Bob have access to a classical public authenticated
channel. In addition, they have access to an unsecure quantum channel. As mentioned
above, the attack model we consider for QKD is that Eve can arbitrarily modify the messages
sent over the quantum channel. At the end of the protocol, Alice receives the key K4 and
Bob the key Kp and suppose that Eve holds the register E/. All three parties also receive an
abort flag.

Definition 2.31 (Security of QKD | ). A QKD protocol is said to be (€., €s)-secure if
for every strategy of the adversary, Fve, the following two properties hold:
(1) Correctness: Alice and Bob’s keys are equal with a high probability™

Pr[K4 + Kp] <e.. (2.59)

(2) Secret: Alice’s key is almost uniform and independent of Eve’s registers

Pr(-abort)
2

1
PK 4 E|-abort ~ @ Z |k> (k| ® PE|-abort < €. (260)
k

1

We note that a QKD protocol which is secure according to the definition above can be

securely composed with other protocols | ].

(UNote that we can assume that Alice and Bob trivially output the same key when the protocol aborts.
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2.7.2. Classical post-processing and QKD proof requirements

Information reconciliation, raw key validation, and privacy amplification are used to
process the raw keys created by Alice and Bob’s measurement outcomes in QKD protocols
like Protocol 2.1. We provide a brief description of these protocols and how they are used in
QKD. For more details, we refer the reader to | , Chapter 6] and | , Section 4.2.2].

An information reconciliation (IR) protocol | ] allows two parties holding correlated
strings to derive a common string, while minimising communication. Raw key validation
simply uses a random hash function from a 2-universal family to verify that Alice and Bob
hold the same raw key. Raw key validation is often included in the information reconciliation
protocol itself. We describe it as a separate step here, since it makes correctness evident

and aids our explanation.

[ , Lemma 6.3.4] demonstrates a one-way protocol from Alice to Bob for which
the number of bits communicated during information reconciliation and raw key validation,

which we will simply refer to as leakig, can be bounded as

leakir < H

max

(X|Y) +0(1) (2.61)

where X and Y are Alice and Bob’s raw keys respectively, and the parameter € € [0,1].

In QKD protocols, information reconciliation ensures correctness. For example, in
Protocol 2.1, adversarial interference and noise may cause the raw keys generated by Alice
and Bob to be unequal. Through information reconciliation, Bob can adjust his raw key to

match Alice’s.

Privacy amplification, described in Sec. 2.4, allows Alice and Bob to extract a random
secret key from their shared raw key obtained through information reconciliation. The
process involves selecting a random 2-universal hash function and applying it to their raw
key. When parameters are appropriately chosen, Lemma 2.25 guarantees that the resulting

key is independent of the adversary’s state.

Let’s suppose that Alice and Bob’s raw keys before applying classical post-processing
are A7 and B}, and Eve’s state is £. If Alice sends message C' to Bob during information
reconciliation and raw key validation, then according to Lemma 2.25, the QKD protocol’s

key length is lower bounded (up to a constant) by:
Hin(AT|EC), > H,

min

(AﬂE)p - leakm (262)
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using the dimension bound | , Lemma 6.8]. The information reconciliation cost can
be bounded as

leakig < HE, (AYBY) +0(1). (2.63)

Phonest

He,

max

in the bound above is evaluated on pponest, Which represents the state produced at the
end of the QKD rounds in the absence of an adversary. In the presence of an adversary, this
amount of communication may not suffice for successful information reconciliation, and in
that case the raw key validation step would fail with high probability (see | , Section

6.3] for a detailed discussion), which is permissible according to the security definition.

This term is typically straightforward to bound as the form of pyopest is known. It can
usually be expressed as nf(e), where e quantifies the protocol noise and f is a small function
such that f(e) - 0 as e > 0. Therefore, while proving security for QKD, the main challenge
lies in establishing a linear lower bound for Hf, (A"|E), in cases where the protocol does

not abort.

If one is able to prove that

in (AT E) = Hia (AT BT ) e 2 70— O(1) (2.64)

for some r > 0, then Alice and Bob can produce a secure key of length (rn—0O(1)) according

to Lemma 2.25. The key rate for a QKD protocol is defined as its key length divided by the

number of rounds. In this case, it asymptotically tends to r.

2.8. Device-independent quantum key distribution
(DIQKD)

The security of QKD protocols, like BB84, can be mathematically proven. However,
practical implementations of these QKD protocols are vulnerable to side-channel attacks,
where Eve exploits imperfections in the preparation and detection devices to extract
additional information | , |. For example, Eve could send a laser signal
towards Alice’s preparation equipment, and analyse its reflection to determine the prepara-
tion bases, potentially compromising the protocol’s security. These attacks stem from the
impossibility of completely and accurately modelling Alice and Bob’s devices. To circumvent
such problems; device-independent QKD (DIQKD) | , , , ]
(also see | |) has been developed. DIQKD protocols allow Alice and Bob to use
untrusted devices (or equivalently, devices prepared by the eavesdropper) to implement

key distribution. The security of such protocols relies solely on the properties of quantum
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mechanics.

Typically, in such protocols, Alice and Bob play multiple non-local games using some

shared quantum state. A non-local game is defined as:

Definition 2.32 (Non-local game). A non-local game G = (X, Y, A, B,1lxy,V) is a game
played between two cooperating parties called Alice and Bob, who are not allowed to com-
municate while playing the game. Questions x € X and y € Y are sampled according to the
distribution Ilxy and distributed to Alice and Bob respectively. Alice and Bob reply with
answers a € A and b € B using some predetermined strateqy. Their strategy can be classical,
in which case their answers depend only on their questions and some shared randomness, or
it can be quantum, in which case they measure some pre-shared quantum state to determine
their answers. Alice and Bob win the game if they satisfy the predicate V(x,y,a,b). The
mazximum winning probability for classical strategies is denoted using w.(G) and for quantum

strategies using wy(G).

One of the most prominent examples of a non-local game is the CHSH game | .
For the CHSH game, we have X =) = A = B = {0,1}, I[Ixy is the uniform distribution
on all possible questions and the predicate V(z,y,a,b) = =[a @ b ® (z A y)]. For this
game, w.(G) = 2 and w,(G) = %. The ideal quantum strategy uses a Bell state
between Alice and Bob, and projective measurements for Alice and Bob (see for exam-

ple | , Example 6.59]). This strategy is also unique up to isometries | , ].

The existence of non-local games which one can win with a higher probability using
quantum mechanics than with classical strategies is one of the most celebrated results in
quantum information. It provides a means to test the quantumness of our reality. Moreover,
if two parties sharing a quantum state are able to win such a game with a probability
exceeding the classical winning probability, then one can place bounds on the amount
of information any third party has about their answers to the game, irrespective of the
imperfections in the measurement devices used during the game | , , ).

This fact is used to ensure the security of DIQKD protocols.

During a DIQKD protocol, Alice and Bob treat their measurement devices and quantum
states as black boxes that produce outputs corresponding to the inputs of the non-local
game. If the games for a DIQKD protocol are played sequentially, that is the inputs for
the (k + 1)th game are provided to the devices after the answers for the kth game are

provided by the device, then we call the protocol sequential. It should be noted that for
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these protocols, in general, after each round of the protocol, Alice and Bob’s questions
are revealed to Eve and the state Eve chooses for the next round can depend on these
questions too. In particular, the answers for the k*" round of the game depend only on
the questions in the previous rounds. Sequential protocols are a good model for DIQKD
protocols, which distribute ‘entanglement on the fly’. As we will see these DIQKD protocols

are well understood and their rates are close to optimal.

On the other hand, if the protocol assumes that Alice and Bob submit all questions to
their devices at the same time and then the device uses all of them to produce the answers,
the protocol is termed parallel. In a parallel protocol, the answers for the k" round of the

game can depend on the questions for all the rounds. This makes their analysis much more
difficult.

In the following, we will discuss the security definition for DIQKD. We also present a
sequential DIQKD protocol and sketch its proof of security using entropy accumulation.
These largely follow | |. We present a parallel DIQKD protocol along with a proof of
security in Chapter 6.

2.8.1. Security definition for DIQKD

The security definition for DIQKD is the same as that for QKD (also see | , Section
11.3]). The key distinction lies in the attack model considered for the adversary, Eve.
In standard QKD, the quantum devices used by Alice and Bob in their laboratories
are assumed to be honest and behave exactly as specified. In contrast, DIQKD as-
sumes these quantum devices are untrusted. Concretely speaking, the adversary is allowed

to choose both the quantum devices used by Alice and Bob and their shared quantum states.

On the other hand, similar to QKD, Alice and Bob both have access to trusted classical
devices for post-processing and generating randomness, as well as an authenticated classical
channel. Finally, we assume that Alice and Bob can prevent information from leaking from
their laboratories to Eve (this assumption is necessary, as otherwise Eve could simply obtain

Alice’s key even after successful protocol execution; also see | , Section 4.2.5]).

2.8.2. Protocol for sequential DIQKD

The sequential DIQKD protocol used in | | is presented as Protocol 2.2. For this
protocol, Bob uses a quantum device, which can take questions from {0,1,2} and produce

corresponding answers. In the absence of an adversary, Alice and Bob share a Bell state.
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Sequential DIQKD protocol

Parameters:
— n >1 is the number of rounds in the protocol
— v €(0,1] is the fraction of test rounds
— Wexp 1S the winning threshold for the CHSH games
Protocol:
(1) For every 1 <14 <n perform the following steps:
(a) Alice sends one half of a Bell state to Bob.
(b) Alice chooses a random T; € {0,1} such that Pr[T; =1] =~.
(c) Alice sends T; to Bob.
(d) If T; = 0, Alice and Bob set the questions (X;,Y;) = (0,2), otherwise they
sample (X;,Y;) uniformly at random from {0,1}.
(e) Alice and Bob use their device with the questions (X;,Y;) and obtain the
outputs A;, B;.

(2) Alice announces her questions X7 to Bob.

(3) Information reconciliation: Alice and Bob use an information reconciliation
protocol, which lets Bob obtain the raw key fl’f (if the information reconcilia-
tion protocol succeeds A} = fl?). In case the information reconciliation protocol
aborts, they abort the QKD protocol too.

(4) Parameter estimation: Bob uses B! and A” to compute the average winning
probability w,ye on the test rounds. He aborts if wayg < Wexp-

(5) Privacy amplification: Alice and Bob use a privacy amplification protocol to

create a secret key K from A? (using A? for Bob).

Protocol 2.2

They use the measurements for the optimal strategy for the CHSH game when given questions
in {0,1}. For the question y = 2, Bob’s device should measure the Bell state using the same
measurement it uses for Alice’s question x = 0, so that Alice and Bob’s measurements are
perfectly correlated for the question (z,y) = (0,2). The rounds with this question correspond
to generation rounds, that is, rounds which are used to create the raw key. The rest of the
rounds are used for parameter estimation and are called test rounds. It is noteworthy that

Alice’s device cannot differentiate between a test round and a generation round.
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2.8.3. Proof sketch for sequential DIQKD

Security against i.i.d. attacks

Under the i.i.d. assumption (also called the collective attack case), Eve distributes the
same state for each round of the protocol and chooses the devices such that they use the
same measurement in each round too. This is a highly restrictive model, but it is usually
the first step towards proving a general security proof. The security of DIQKD under this
assumption was proved by [ |. Their main result was a bound on the von Neumann
entropy of Alice’s answers given Eve’s information for a single round of the CHSH game. We

state this result in the form used by | ] here.

Lemma 2.33 ( | , Lemma 5.3]). Suppose that the honest players, Alice and Bob play
the CHSH game with quantum devices provided by the adversary, Eve. Let register E be
Eve’s part of the initial quantum state, X andY be Alice and Bob’s questions for the game,

and A and B Alice and Bob answers. If the quantum devices provided by Fve win the game
3 242

1 4

with a probability w € [ ], we have

1 1

H(AIXYE) >1og(2) - h (5 + 5\/mw(w -1)+ 3) (2.65)

where h(.) represents the binary entropy function
Under i.i.d. attacks, it is straightforward to see that the parameter estimation step in
Protocol 2.2 allows Alice and Bob to ensure that the state provided to them by Eve wins
the CHSH game with a high probability. Then, security follows simply by using the above
bound along with the equipartition property (Eq. 2.46) for the smooth min-entropy. The
intuition for the security proof against general attacks is similar. However, Alice and Bob
can no longer meaningfully estimate a winning probability for the states distributed between

them, since these could all be different and even be correlated across rounds.
Security against general attacks

In this section, we briefly describe how entropy accumulation (Theorem 2.30) can be
used to prove the smooth min-entropy lower bound required for the security of sequential
DIQKD in the presence of an adversary. We use the variables defined in Protocol 2.2 and

follow the proof given in | |.

To establish the security of Protocol 2.2 and show it generates a key of length Q(n),
we need only prove that the entropy H¢ . (ATEX]PYM) is lower bounded by €(n). The
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information leaked during information reconciliation protocol is small and can be addressed
as described in Sec. 2.7.2.

For brevity, we consider a simpler case of sequential DIQKD, where Eve distributes
the states and devices to Alice and Bob for all the games at the beginning of the proto-
col. The state pgr,p in the entropy accumulation (EAT) setting for this protocol is the
initial quantum state shared between Alice, Bob and Eve. Here the register £ contains
information about the initial state kept by Eve. Ry can be decomposed as two registers
E,4 and Ep, where E4 is held by Alice and Eg by Bob. The channels M; in the EAT
setting correspond to one round of Step 1 of Protocol 2.2. Therefore, the channel M;
samples T;, X; and Y; and then uses Alice and Bob’s devices to produce the answers A;
and B;. In the language of Theorem 2.30, we set A; <« A;B;, B; <« T;X,;Y;, F < E and
X; < V(X;,Y:, A, B;), where V' is the winning predicate for the CHSH game. We condition

the output state on the protocol not aborting. This determines the event {2 in Theorem 2.30.

For a binary probability distribution, ¢ and the channel M;, the set ¥;(¢| M;) consists
of the set of input states for CHSH strategy used by the channel M;, which win the game
with probability ¢(1). Thus, using the single round bound in Lemma 2.33, we have

Ei(n|fM)H(AB|XYTRz 1) > log(2) - ( \/16q(1)(q(1 —1)+3)
ve2ii(q

as long as ¢(1) > 3/4. This bound can be used to derive a min-tradeoff function for EAT.
Since, the protocol aborts when the winning probability on the test rounds is less than wexy,

we can restrict ourselves to distributions ¢ such that ¢(1) > Wexp, and it can be shown that®

h:=log(2) - h( + = \/16wexp(wexp 1)+3) (2.66)

can be used to lower bound the min-tradeoff function for EAT. Theorem 2.30 then shows
that

AL BIEXTYPT?) > nh - O(v/n).

mlH(

We can then use a simple chain rule and the fact that A7 and B} differ only on a small set

of positions to derive a similar bound for H¢, (A EXPYMIT).

(2)'We overload the symbol h here, since it is also used to denote the binary entropy function. Its meaning,

however, should be clear from context.
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Chapter 3

Smooth min-entropy lower bounds for

approximation chains

3.1. Introduction

In this chapter, we consider scenarios consisting of approximation chains of a state along
with additional conditions, and prove smooth min-entropy lower bounds for these. The
techniques developed here form the foundation for analysing approximation chains in the

remainder of the thesis.

We begin by considering the scenario of approzimately independent registers, that is, a

state panp, which for every 1 <k <n satisfies

||IOA’fB —PAL ® PA’;*IBHI <€ (3.1)

for some small € > 0 and arbitrarily large n (in particular n > ). That is, for every k, the
system Ay is almost independent of the system B and everything else which came before
it. For simplicity, let us further assume that for all & the state pa, = pa,. Intuitively, one
expects that the smooth min-entropy (with the smoothing parameter depending on e and
not on n)V) for such a state will be large and close to ~ n(H (A1) - ¢'(¢)) (for some small
function ¢’(¢)). However, it is not possible to prove this result using techniques, which rely
only on the triangle inequality and smoothing. The triangle inequality, in general, can only
be used to bound the trace distance between pnp and ®;_,pa, ® pp by ne, which will result

in a trivial bound when n > % (2). Instead, we show that a bound on the entropic distance

W The smoothing parameter must depend on € in such a scenario. This can be seen by considering the
probability distribution Panp such that B is 0 with probability € and 1 otherwise and A} is a random n-bit
string if B =1 and constant if B =0.

(2)Consider the distribution Q Azngzn, where for every i € [2n], the bit B; is chosen independently and

is equal to 0 with probability € and is 1 otherwise. The bit A; is chosen randomly if B; = 1, otherwise it is



given by the smooth max-relative entropy between these two states can be used to prove a

lower bound for the smooth min-entropy in this scenario.

While an upper bound of ne is trivial and meaningless for the trace distance for large n,
it is still a meaningful bound for the relative entropy between two states, which is unbounded
in general. We can show that the above approximation conditions (Eq. 3.1) also imply that
relative entropy distance between parp and ®;_pa, ® pp is nf (e) for some small function
f(€). The substate theorem | | allows us to transform this relative entropy bound
into a smooth max-relative entropy bound. For two general states pap and nap, such that
d = DS ..(paglnag), we can easily bound the smooth min-entropy of p in terms of the

min-entropy of 1 by observing that
pap %5 pap < €'nap < e HmnAB=D ) @op (3.2)
for some state o, which satisfies Dyax(napl|1a ®0p) = —Hpin(A|B),. This implies that
i (AlB)y 2 Hunin(A|B)y = Do (panln45) (3.3)

We call this an entropic triangle inequality, since it is based on the triangle inequality property

of Diax. We can further improve this smooth min-entropy triangle inequality to (Lemma 3.5)

. a 0,€
HES(AIB), 2 AL(AIB), -~ Di(paplinag) - 2200 (3.4)

min -1

for some function ¢g;, e+6 < 1 and 1 < o < 2. Our general strategy for the scenarios
considered in this thesis is to first bound the “one-shot information theoretic” distance (the
smooth max-relative entropy distance) between the real state p (panp in the above scenario)
and a virtual, but nicer state, n (®7_,pa, ® pp above) by nf(e) for some small f(e). Then,
we use Eq. 3.4 above to reduce the problem of bounding the smooth min-entropy on state p
to that of bounding an a-Rényi entropy on the state . Using this strategy, in Corollary 3.10,
we prove that for states satisfying the approximately independent registers assumptions, we
have for 6 = O (elog |A|) that

1 1 1
HE(ALB), > 0 (H(A), - 069)) - 0557 (35)
Another scenario we consider here is that of approximate entropy accumulation. As

discussed in Sec. 2.6, in the setting for entropy accumulation, a sequence of channels

My @ Ry — ApBrRy, for 1 < k < n sequentially act on a state pg)o)E to produce the state

parpre = My o OMl(ng)E). It is assumed that the channels M, are such that the Markov

chosen to be equal to A,_;. In this case, @4, is the uniformly random distribution for bits and Eq. 3.1 is

satisfied. Let I =[{i € [n]: A2;_1 = Ag;}|. Then, for @ 42« p2n, this value concentrates around @

for T17 Qa, -@p2n, it concentrates around 5. This shows that ||QA§ann ~T1% Qa, -Qpzn Hl -2

, Whereas
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chain A¥! <& BFIE « By is satisfied for every k. Under these conditions, the entropy
accumulation theorem | ], provides a tight lower bound for the smooth min-entropy

H®. (A7|BrE). We consider an approximate version of this setting in this chapter where
the channels M}, themselves do not necessarily satisfy the Markov chain condition, but they
can be e-approximated by a sequence of channels M., which satisfies certain Markov chain
conditions. Such relaxations are important to understand the behaviour of cryptographic
protocols, like device-independent quantum key distribution | |, implemented with
imperfect devices | , ]. Once again we can model this scenario as an approxima-

tion chain: for every 1 < k < n, the state produced in the k" step satisfies

0
PakBkE = trp, o My, (/\/lk_1 Ones OMl(pg%o)E )

N trRko,/\/I;C <Mk_lo~qu1(p§{OO)E)> (k)

AkBkE

(k)
ArBYE

Markov chain condition A¥~! < BF'F « Bj. This implies that the chain rules and bounds

used for entropy accumulation apply to this state too, and hence we can expect that the

Moreover, the assumptions on the channel Mj, guarantee that the state o satisfies the

smooth min-entropy is large for it similar to the original setting.

To prove this, roughly speaking, we use the chain rules for divergences | | to show
that the divergence distance between the states p ANBrE = M, o-- °M1(,0§$O) ) and the virtual
state oanprp = M., 0.0 M ( ,0(0) ) is relatively small, and then reduce the problem of lower
bounding the smooth min-entropy of pngnp to that of lower bounding an a-Rényi entropy of
o anpr i, which can be done by using the chain rules developed for entropy accumulation®. In
Theorem 3.12, we show the following smooth min-entropy lower bound for the state panprg

for sufficiently small € and an arbitrary ¢ >0

0 (AN BrE), > meH(Ak|BkRk DM (w) — nO(e7?) - O( ! ) (3.6)

mln 1/24

where the infimum is over all possible input states wp  p | for reference register Ry iso-
morphic to Ri_1, and the dimensions |A| and |B| are assumed constant while using the

asymptotic notation.

(3)The channel divergence bounds we are able to prove are too weak for this idea to work as stated here.

The actual proof is more complicated. However, this idea works in the classical case.
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3.2. Entropic triangle inequality for the smooth min-
entropy

In this section, we derive a simple entropic triangle inequality (Lemma 3.5) for the smooth
min-entropy of the form in Eq. 3.4. This lemma is a direct consequence of the following tri-
angle inequality for D, (see | , Theorem 3.1] for a triangle inequality, which changes

the second argument of D,).

Lemma 3.1. Let p and n be subnormalised states and @) be a positive operator, then for

a> 1, we have

tr(n)
tr(p)

and for o < 1 if one of Da(n)|Q) and Dmax(plln) is finite (otherwise we cannot define their

difference), we have

Da(pllQ) < Da(1llQ) +

Q 1
Drnax(plln) + log
a-1 a—-1

tr(n)
a Ftr(p)

Da(PI2) 2 DualQ) = 12 Do pllr) -

Proof. If Dyax(pl|n) = oo, then both statements are true trivially. Otherwise, we have that
p < ePmax(elmp and also p <« 1. Now, if p 4 @ then 1 < Q. Hence, for a > 1 if D,(p||Q) = oo,
then Do (7||Q) = oo, which means the lemma is also satisfied in this condition. For a < 1, if

Do(p||Q) = oo, then the lemma is also trivially satisfied. For the remaining cases we have,
tr(Q % pQ )
tr(p)
tr (Q 5 Pl Q-5 )a
tr(p)

= MeaDmax(pHn)e(O‘_l)Da Q)
tr(p)

where we used the fact that tr(f(X)) is monotone increasing if the function f is monotone

<

increasing. Dividing by (« - 1) now gives the result. U
We define smooth a-Rényi conditional entropy as follows to help us amplify the above
inequality.
Definition 3.2 (e-smooth a-Rényi conditional entropy). For a € (1,00] and € € [0,1], we
define the e-smooth a-Rényi conditional entropy as
HL“(AIB), = sup  HL(AB);. (3.7)

paBEB(paB)
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Lemma 3.3. For a e (1,00] and € € [0,1), and states pap and nap we have

- . « 1 1
Hi (AIB)y 2 Hy(AIB)y = — Diax(paslinag) - — log 7—.

Proof. Let pap € Bc(pap) be a subnormalised state such that Dy.x(pas|nas)
D¢ (paBllnap). Using Lemma 3.1 for v > 1, we have that for every state op, we
have

« 1 log 1
a-1 a-1 1-¢2

where we used the fact that pap € B(pap) which implies that tr(pag) > 1 — €2. Since, the

(3.8)

Do(papll1a®0p) < Do(napl|1a®og) + D5 o (paBlnas) +

above bound is true for arbitrary states o, we can multiply it by —1 and take the supremum
to derive

o 1 1
—D - lo .

1 max(pAB“nAB) a—1 g1—€2

The desired bound follows by using the fact that HL(A|B), > HL(A|B);. O

HI(A|B); > HL(A|B), -

Lemma 3.4. For a state pag, € € [0,1), and 6 € (0,1) such that e +6 <1 and « € (1,2], we

have

3 (AIB), 2 Al (48), - 2L

where go(x) := —log(1-v1-22).

Proof. First, note that

Hrer;fl(A|B)P 2 sup mln(A|B)P (39)
peBe(pan)
To prove this, consider a pap € Bc(pap) and pyp € Bs(pap) such that H,(A|B), =

(A|B);. Then, using the triangle inequality for the purified distance, we have

mm

P(pas, p'ap) < P(pap,pa) + P(paB: Pap)

<e+d

which implies that HSS(A|B), > Huin(A|B)y =

min

(A|B);. Since, this is true for all

mln

p € B(pap) the bound in Eq. 3.9 is true.

Using this, we have

Hﬁ;g(A|B)P 2 sup Inln(A|B)P
ﬁeBe(pAB)
- )
> o (A1), - 20
ﬁEBe(pAB) &= 1
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~ )
- (a3), - 20

where we have used Lemma 2.23® in the second step. 0

We can combine these two lemmas to derive the following result.

Lemma 3.5. For a € (1,2], e € [0,1), and ¢ € (0,1) such that e+ < 1 and two states pap

and nap, we have

. (6% (5,6
HES(AIB), 2 HYAIB), -~ D (paslinas) - 2209 (310)

where g1(x,y) = —log(1 - V1-22)-log(1l-1y?).

Proof. We can combine Lemmas 3.3 and 3.4 as follows to derive the bound in the lemma:

HS2(AIB), > HY(A|B), - 90(9)

a-1

~ (6] 1 1
> HL(AIB), - = Dia(panlinas) - — (90(5) +log 3~ 62) |
0

We also note the simple triangle inequality proven in the Introduction (Eq. 3.2) here for

use in the future.

Lemma 3.6. For two states pap and nap and € € [0,1), we have

HEin(AlB), 2 Hiin (Al B)y = Diax (paBlnas)- (3.11)

We can use the asymptotic equipartition theorem for the smooth max-relative entropy
and smooth min-entropy (Eq. 2.45 and 2.46) to derive the following novel triangle inequality
for the von Neumann conditional entropy. Although we do not use this inequality in this

thesis, we believe it is interesting and may prove useful in the future.
Corollary 3.7. For a € (1,2] and states pap and nap, we have that

. a
H(AIB), > Hi(A|B)y = — D(panlnas)- (3.12)

(“)This lemma is also valid for subnormalised states as long as & € (0,/2tr(p) — tr(p)2) according to
[ , Lemma B.4].
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Proof. Using Lemma 3.5 with a € (1,2], the states p%7%, and n%% and any € >0 and 6 > 0

satisfying the conditions for the lemma, we get

n|Rn n| RPN Q € n n 91(676)
mln(A |B )p®" 2 HT (A |B )77®" - o — 1Dmax(p§B||77§B) - a—1
1. o «Q 1 De " . 1g1(0,¢
L HANBD) > LAY, -~ 2 D3l - -2,

min _ 1

Taking the limit of the above for n — oo, we get

1 1 1 0,
tim G (AL B) o 2 HL(AIB), ~ lim — LDt (o8l - lim 2
n—oo (y n

on a-1
=H(AB), > H\(AB), - HD(PABH??AB)

which proves the claim. U

3.3. Approximately independent registers

In this section, we introduce our technique for using the smooth min-entropy triangle

inequality for analysing approximation chains by studying a state parp such that for every
keln]

||I0A’fB —pA, ® IOA’f*IBHl <€ (3.13)

We assume that the registers Ay all have the same dimension equal to |A|. One should
think of the registers A; as the secret information produced during some protocol, which
also provides the register B to an adversary. We would like to prove that Hr{lgfl)(AﬂB) is
large (lower bounded by €(n)) under the above approzimate independence conditions for
some reasonably small function f of € and close to nH(A;), if we assume the states py, are

identical.

Let us first examine the case where the state p above is classical. We use the stan-
dard notation for probability distributions to address elements of p, so that p(a?,b) :=
(a7, b panplat,b), where |at,b) is standard basis vector. To show that in this case the

1

smooth min-entropy is high, we will show that the set where the conditional probability

p(afb) = (Cz}))b ) can be large, has a small probability using the Markov inequality. We will

use the following lemma for this purpose.

Lemma 3.8. Suppose p,q are probability distributions on X such that |p-q|, <€, then
S c X defined as S = {x € X : p(x) < (1 +€?)q(x)} is such that q(S) > 1 - €'/? and
p(S)21-¢€/2-e.

45



Proof. Let S¢:= X \ S, where S is the set defined above. If ¢(S¢) = 0, the statement in the
lemma is satisfied. If ¢(S¢) > 0, we have that

1
€25 |lp-ql, =max|p(H) - q(H)]

i

20 (555

o (B )
= ¢(5%)e?

which implies that ¢(5¢) < e2. Now, the statement in the lemma follows.

O
We will also assume for the sake of simplicity that pa, are identical for all k € [n]. Using the

lemma above, for every k € [n], we know that the set

By:={(af,b) : pa¥,0) > (1 +Ve)p(at™, b)p(ar) |
={(a1,b) : plaglat™,b) > (1 + Ve)p(ar) |
satisfies Pr,(By) < 2v/e. We can now define L = Y}, x5,, which is a random variable that

simply counts the number of bad sets By an element (a?,b) belongs to. Using the Markov
inequality, we have

11 E L 1
Pr[L >n61] < Ll] < e,
P ne4

We can define the bad set B := {(aiﬂb) : L(ay,b) > nei}. Using this, we can define the
subnormalised distribution parp as

N parp(al,b) (at,b)¢B
papp(af,b) =4 "7 ' :
0 else

We have P(panp, panp) < 2¢'/8. Further, note that for every (af',b) ¢ B, we have

p(ai|b) = [T p(axlai™,b)
k=1

H p(ak|alf_1’ b) H

k:(al,b)¢By,

<(T+ver 1

k:(at,b)¢By

P(ak|a’f_1, b)

k:(al ,b)eBy,

pa,(ar)
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<(1 +\/E)ne—n(1—e71£)Hmm(A1)

where in the third line we have used the fact that if (a?,b) ¢ By, then p(aglab™1b) < (1 +
V€)pa,(ar) and in the last line we have used the fact that for (a¥,b) ¢ B, we have |[{k €
[n] : (at,b) ¢ B} = n— L(a?,b) > n(1 - e%), that all the states p4, are identical and
e~ Hmin(Ax) = max,, pa, (ar). Note that we have essentially proven and used a D, bound

above. This proves the following lower bound for the smooth min-entropy of p

H2E (ATB) 2 n(1 - ) Hugn (A1) - nlog(1 + /€). (3.14)

min

The right-hand side above can be improved to get the Shannon entropy H instead of the
min-entropy H;,. However, we will not pursue this here, since this bound is sufficient for

the purpose of our discussion.

Although, we do not generalise this classical argument to the quantum case yet (we will
do it in Sec. 5.4), it provides a great amount of insight into the approximately independent
registers problem. Two important examples of distributions, which satisfy the approximate
independence conditions above were mentioned in Footnotes (1) and (2) earlier. To create
the first distribution, we flip a biased coin B, which is 0 with probability € and 1 otherwise.
If B =0, then A7 is set to the constant all zero string otherwise it is sampled randomly
and independently. For this distribution, once the bad event (B = 0) is removed, the
new distribution has a high min-entropy. On the other hand, for the second distribution,
Q A2npg2n, We have that the random bits B; are chosen independently, with each being equal
to 0 with probability ¢ and 1 otherwise. If the bit B; is 0, then A; is set equal to A;
otherwise it is sampled independently. In this case, there is no small probability (small as
a function of €) event, that one can simply remove, so that the distribution becomes i.i.d.
However, we expect that with high probability the number of B; = 0 is close to 2ne. Given
that the distribution samples all the other A; independently, the smooth min-entropy for
the distribution should be close to 2n(1 — €)H(A;). The above argument shows that any
distribution satisfying the approximate independence conditions in Eq. 3.13 can be handled
by combining the methods used for these two example distributions, that is, deleting the
bad part of the distribution and recognising that the probability for every element in the

rest of the space behaves independently on average.

The classical argument above is difficult to generalise to quantum states primarily because
the quantum equivalents of Lemma 3.8 are not as nice and simple. Furthermore, quantum
conditional probabilities themselves are also difficult to use. We will develop the tools to

generalise this argument in Chapter 5. Luckily for this problem, the substate theorem
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serves as the perfect tool for developing a smooth max-relative entropy bound, which can
then be used with the min-entropy triangle inequality. The quantum substate theorem
(Theorem 2.26) provides an upper bound on the smooth max relative entropy D5, (pllo)

between two states in terms of their relative entropy D(p||o):

D 1 1
Mﬂogl_. (3.15)
—€

In this section, we will also frequently use the multipartite mutual information | ,

DY (pllo) <

, |. For a state p xn, the multipartite mutual information between the registers

(X1, Xs,-, X,,) is defined as
I(Xl Xt Xn)p = D(pX{l“le ® px, ®"'®pxn). (316)

In other words, it is the relative entropy between px» and px, ® px, ® - ® px,,. It can easily

be shown that the multipartite mutual information satisfies the following identities:

[(X1: Xy X)), = ZH(Xk)p H(Xy X), (3.17)
i I(X,: XE1Y, (3.18)

Going back to proving a bound for the quantum approximately independent registers

problem, note that using the Alicki-Fannes-Winter (AFW) bound | , | for mutual
information | , Theorem 11.10.4], Eq. 3.13 implies that for every k € [n]
I(Ay: AA7B), < elog|A| + go (%) (3.19)

where go(z) == (x + 1) log(x + 1) — zlog(z). With this in mind, we can now focus our efforts

on proving the following theorem.

Theorem 3.9. Let registers Ay, have dimension |A| for all k € [n]. Suppose a quantum state

parp is such that for every k € [n], we have
I(Ap: Af'B), <e (3.20)
for some 0 <e<1. Then, we have that

Hebve(A|B), » Z H(A), - 3net log(1 +2]A])

min

2log(1+2|4]) 2log(1+2|A L
_ (63/4 | |)_ (61/4 | |) (log(l—\/g)+gl(e7e4)) (3‘21)

where g1(x,y) = -log(1l - V1-2%)-log(1-y?). In particular, when all the states pa, are

identical, we have

H(A7|B), 2 n (H (A1), - 3€i log(1+2/4)))

min
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- 2osl 2D 208U 2D (10g(1 - Vo) s n(e ). (322

Proof. First note that we have,

I(Ay:Ag:oet Ay s B) = D(paysll @ pa, ® pi)
k=1

= > I(Ay: AT'B)
k=1

< ne.

Using the substate theorem, we now have
4 D(papsl @1 pa, ® pp) +1
pA, ®pPB| < -
(;§1) * ) Ve
1
<nve+ — —log(1 - Ve). (3.23)
Ve

Diox (PA;LB —log(1-/e)

We now define the auxiliary state narp = ®j_; pa, ® pp. Using Lemma 3.5, for a € (1,2),
we can transform the smooth min-entropy into an a-Rényi entropy on the auxiliary product

state narp as follows:

anif(AﬁB)p
} (,€1)
71 n o €4 gi\¢€, €4
a(A1|B)77_a_leax(pA?B”nA?B)_ 1
n a 1 g1(€ ei)
= Z (A), - 1D§n4ax(pA?B||nA{LB) T

« 1 e)gi
> S (AW, - n(a - 1) log(1+ 2A4) - —2— D (el ) - 20
k=1 a-1 a-1

L 1 a gl(e €t)
> S H(Ap), - n(a-1)log?(1+2|A]) - ——n/fe - ——— - — % _Jog(1 - N
—k; (Ap)p = n(a=1)log"(1+2|4]) - —nv/e a1 T log(1-+/e) -
In the third line above, we have used | , Lemma B.9] (which is an improvement of
[ , Lemma 8]), which is valid as long as « < 1+m. We will select a = 1+m
for which the above a bound is satisfied, this gives us
e 2log(1+ 2|A|)
H i (A7|B), ]; H(Ag), - 3net log(1+2|A|) - —
2log(1+2|A
g(—/||) (log(l Ve) + g1 (e, 64))
€l
O

We can now plug the bound in Eq. 3.19 to derive the following Corollary.
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Corollary 3.10. Let registers Ay have dimension |A| for all k € [n]. Suppose a quantum

state panp is such that for every k € [n], we have

HIOA’fB = PA, ® Par-1p ‘1 <e. (3.24)

Then, we have that for § = elog|A| + g2 (%) such that 0 < <1,

Ht9(A7|B), > S H(AL), - 3nd7 log(1 +2|Al)

min
k=1

2log(1+2|A]) 2log(1+2|A .
_ (53/4 AD _ (51/4 p)) (log(1-v5) +:(5,0%))  (3.25)

where g1(x,y) = —log(1 —V1-122) —log(1-y?) and g2(x) = (x +1)log(x + 1) —zlog(z). In

particular, when all the states pa, are identical, we have

Ht5(A7(B), > n (H (A1), - 364 log(1 +2]4]))

2log(1+2|A]) 2log(1+2|A|)
B 53/4 B 51/4

(tog(1-v/8) + 1(5,6%)) . (3.26)

3.3.1. Weak approximate asymptotic equipartition

We can modify the proof of Theorem 3.9 to prove a weak approximate asymptotic equipar-
tition property (AEP).

Theorem 3.11. Let registers Ay have dimension |A| for all k € [n] and the registers By, have
dimension | B| for all k € [n]. Suppose a quantum state panpnp is such that for every k € [n],

we have

HPAI;BfE ~ PAB, ® Pai-1pi-ip ‘1 <e. (3.27)

Then, we have that for § = elog (JA||B|) + g2 (%) such that 0< <1,

min

HI (A7 BIE), > S H(Ax|By), - 3087 log(1 + 2| A|)
k=1
2log(1+2|A]) 2log(1+2|A|)
h 53/4 h S1/4

where g1(z,y) = —log(1 —V1-22) -log(1 -4?) and go(z) = (x + 1)log(z + 1) — xlog(x). In
particular, when all the states pa, g, are identical, we have

(log(1 - V5) + g:(5,6%))  (3.28)

HI S (ANBIE), > n (H(A1|B1), - 307 log(1 +2|A]))

2log(1+2|A]) 2log(1+2|A .
_ (53/4 A]) (51/4 | |)(1Og(1—\/g)+g1(6754))' (3.29)
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Proof. To prove this, we use the auxiliary state nanpng = ® pa, s, ® pr. Then, we have

D(panprelnarpre) = [(A1By: AgBy i+ Ay Byt E),

S I(ALBy: AFBE),
k=1

< n(elog(|A||B|) +g(§)) nd

where we used the AFW bound for mutual information in the last line | , Theorem
11.10.4]. The rest of the proof follows the proof of Theorem 3.9, only difference being that
now we have HY(A?BIE), = Yi, HL(AL|Br),- O

We call this generalisation weak because the smoothing term (§) depends on size of the side
information |B|. In Appendix A.5, we show that under the assumptions of the theorem,
some sort of bound on the dimension of the registers B is necessary otherwise one cannot

have a non-trivial bound on the smooth min-entropy.

3.3.2. Simple security proof for sequential device-independent

quantum key distribution

The approximately independent register scenario and the associated min-entropy lower
bound can be used to provide simple “proof of concept” security proofs for cryptographic
protocols. In this section, we briefly sketch a proof for sequential device-independent
quantum key distribution (DIQKD) to demonstrate this idea. We consider the sequential
DIQKD protocol presented in Protocol 2.2.

For simplicity, we assume Eve (the adversary) distributes a state pgj B, Detween Alice
and Bob at the beginning of the protocol. Alice and Bob then use their states sequentially
as given in Protocol 2.2. The k' round of the protocol produces the questions X}, Y, and

T}, the answers A, and By and transforms the shared state from pg:é)B g to pgj Bk

Given the questions and answers of the previous rounds, the state shared between Alice
and Bob and their devices in each round can be viewed as a device for playing the CHSH
game. Suppose in the k' round, the random variables produced in the previous k — 1
rounds are rj_; := 2871y k=l gk=1 pk=1 and that the state shared between Alice and Bob
is p%jéLE‘rkil. We can then define Pr[Wy|ry_1] to be the winning probability of the CHSH
game played by Alice and Bob using the state and their devices in the k" round. Note that
Alice’s device cannot distinguish whether the CHSH game is played in a round or is used

for key generation. We can further take an average over all the previous round’s random
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variables to derive the probability of winning the kth game

Pr[Wy] = E,,_, [Pr[Wilre1]]- (3.30)

Thk-1
Alice and Bob randomly sample a subset of the rounds (using the random variable T}) and
play the CHSH game on this subset. If the average winning probability of CHSH game on
this subset is small, they abort the protocol. For simplicity and brevity, we will assume here
that the state pg)j 5, distributed between Alice and Bob at the start of the protocol by Eve
has an average winning probability at least Wexp, that is,

- Z Pr[Wi] 2 Wexp = 6 (3.31)

=1

for some small § > 00,

For any shared state og,g,r (Where E4 is held by Alice, Ejp is held by Bob and E is held

by the adversary) and local measurement devices, if Alice and Bob win the CHSH game with
2+\/_

a probability w € (3 2], then Alice’s answer A to the game is random given the questions
X,Y and the register E held by adversary. This is quantified by the following entropic bound

(Lemma 2.33)

log(2) - h(% +1I6w(w=1)+3) ifwe[2 2]
if wel0,3)

H(AIXYE) > f(w) = (3.32)

where h(-) is the binary entropy. The function f is convex over the interval [0, 22/5]. We
plot it in the interval [2, 2“/_] in Fig. 3.1.

For € > 0, we choose the parameter wey, € [3 + 4, 2+f] to be large enough so that

log(2) = f(wexy —5) = h (% . 5\/16(%@ ) (w0 -1) 3) < (333)

We will now use Eq. 3.32 to bound the von Neumann entropy of the answers given Eve’s

information for the sequential DIQKD protocol. We have

H(AYXTYMTYE) = 3 H(AAT XTYPTTE)

k=1

1) & _
C Y H(AJAS XEYFTEE)

k=1

@ S H(A XYy Ry E)
k=1

(5)By modifying the CHSH game played by Alice and Bob to the 3CHSH game (Sec. 6.2) and measuring
the winning probability for this game, one can show that either this assumption is true or the protocol aborts
with high probability.
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Fig. 3.1. The lower bound in Eq. 3.32 for the interval [3, 2“/5]

= Z ]Erk—INRk—l I:H(Ak|XkYkE)p(k) ]

["k-1

S Eve s [ (P[Wilrss )]

>3 (P(W)
> nf(%kzn;Pr[Wk])

> nf (Wexp — 0) 2 n(log(2) - €*)

where in (1) we have used the fact that the questions sampled in the rounds after the kB
round are independent of the random variables in the previous rounds, in (2) we use the
fact that Alice’s answers are independent of the random variable T}, given the question X}
and we also grouped the random variables generated in the previous round into the random
variable Ry_; := AF 1 BF-1XF-1YEITF1 in (3) we use the bound in Eq. 3.32, and in the next
two steps we use convexity of f. If instead of the von Neumann entropy on the left-hand
side above we had the smooth min-entropy, then the bound above would be sufficient to
prove the security of DIQKD. However, this argument cannot be easily generalised to the
smooth min-entropy because a chain rule like the one used in the first step does not exist
for the smooth min-entropy (entropy accumulation | , | generalises exactly
such an argument). We can use the argument used for the approximately independent

register case to transform this von Neumann entropy bound to a smooth min-entropy bound.
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Fig. 3.2. The setting for the EAT and approximate EAT.

This bound results in the following bound on the multipartite mutual information

I(Ay it Ay XPYPTPE) = Y H(Ay) + HXPYTPE) - H(AP XY T]'E)

k=

1
H(A) - H(AY | XTY'TTE)
k=1
<nlog(2) - n(log(2) - €*) = net
where we have used the dimension bound H(Ay) < 1 for every k € [n]. This is the same
as the multipartite mutual information bound we derived while analysing approximately

independent registers in Theorem 3.9. We can simply use the smooth min-entropy bound

derived there here as well. This gives us the bound

H26

min

(ADXPYPTEE) > S H(AL) - 3nelog5 - O (13)
k=1 €
_ n(log(2) - 3elog5) -0(13) (3.34)
€

where we have used the fact that the answers A can always be assumed to be uniformly
distributed | , ]. For every e > 0, we can choose a sufficiently large n so that

this bound is large and positive.

We note that this method is only able to provide “proof of concept” or existence type
security proofs. This proof method couples the value of the security parameter for privacy
amplification e with the average winning probability, which is not desirable. The parameter
€ is chosen according to the security requirements of the protocol and is typically very small.
For such values of €, the average winning probability of the protocol will have to be extremely
close to the maximum and we cannot realistically expect practical implementations to achieve
such high winning probabilities. However, we do expect that this method will make it easier

to create “proof of concept” type proofs for new cryptographic protocols in the future.
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3.4. Approximate entropy accumulation

In this section, we will prove our first approximate version of the entropy accumulation
theorem (EAT) using the entropic triangle inequality. We discussed EAT in Sec. 2.6. In the
setting for entropy accumulation, a sequence of channels My : Ry - Ay Br Ry for 1<k <n
sequentially act on a state pggo)E to produce the state PARBrE = M, 00 M1(p§§3E (see
Fig. 3.2). It is assumed that the channels M, are such that the Markov chain A} <
BY1E < By, is satisfied for every k. Under this assumption, EAT provides the following

lower bound for the smooth min-entropy

Hin(A7|BYE), > 7 inf H(AWBR)my o) —cv/n (3.35)

o1 YR R
where the infimum is taken over all input states to the channels M, and ¢ > 0 is a constant
depending only on |A| (size of registers Ay) and e. We will state and prove an approximate
version of EAT. Consider the sequential process in Fig. 3.2 again. Now, suppose that the
channels M} do not necessarily satisfy the Markov chain conditions mentioned above, but
each of the channels M; can be e-approximated by M) which satisfy the Markov chain
Al « BMIE « By for a certain collection of inputs. The approximate entropy accumu-
lation theorem below provides a lower bound on the smooth min-entropy in such a setting.
The proof of this theorem again uses the technique based on the smooth min-entropy triangle
inequality developed in the previous section. In this setting too, we have an approximation

chain. For each k € [n],
ParprE = R, oMy, (Mk_l 0--- 0 Ml(pgo)E )

(0) )]
N trg, o M, (Mk_l oo My(pp/p ) = 0y
o
AkBRE?
the Markov chain A¥! < BF'E <« B,. Therefore, we expect that the register A, adds
1 1

some entropy to the smooth min-entropy H¢, (A7|BP'E), and that the information leaked

According to the Markov chain assumption for the channels M;, the state o satisfies

through BT is not too large. We show that this is indeed the case in the approximate

entropy accumulation theorem.

The approximate entropy accumulation theorem can be used to analyse and prove the
security of cryptographic protocols under certain imperfections. The entropy accumulation
theorem itself is used to prove the security of sequential device-independent quantum key
distribution (DIQKD) protocols (Sec. 2.8.3). In these protocols, the side information By, pro-
duced during each of the rounds are the questions used during the round to play a non-local
game, like the CHSH game. In the ideal case, these questions are sampled independently

of everything which came before. As an example of an imperfection, we can imagine that
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crosstalk between the memory storing the secret bits A¥! and the device producing the
questions may lead to a small correlation between the side information produced during the
k* round and the secret bits A¥! (also see | , |). The approximate entropy accu-
mulation theorem below can be used to prove security of DIQKD under such imperfections.
We do not, however, pursue this example here and leave applications of this theorem for

future work. In Sec. 3.4.5, we modify this Theorem to incorporate testing for EAT.

Theorem 3.12. For k € [n], let the registers Ay and By, be such that |Ag| = |A| and |By| = |B.
For k € [n], let My be channels from Ry - Ry AyBy and

papppE = trg, o My 00 Ml(ﬂg)o)E) (3.36)

be the state produced by applying these maps sequentially. Suppose the channels My, are such
that for every k € [n], there exists a channel M}, from Ry_1 - Ry Ay By, such that

(1) M, e-approzimates My, in the diamond norm:
1
5 M =M, < (3.37)
(2) For every choice of a sequence of channels N; € {M;, M} for i € [k - 1], the state
Mo N0 ONl(pE%O())E) satisfies the Markov chain
AVl o BMIE By (3.38)

Then, for 0<d,€e1,69 <1 such that €1 +e3<1, ae (1, 1+ m) and 3> 1, we have

Hin (AY|BYE), 2 Y inf H(Ay|BiR) vy () — na— 1) log?(1+2]A))

min
k=1"Ri1R

- %nlog (1 +0 (eaT_lQlogOA”B') - 1))

« 1 ago(€r)
_a_lTLZg(G,(;)—5(91(62,61)4-?). (339)

where

zp(€,0) = 6+1log (1+\/(1—5)e)5€1+(—“(1_5)6) + (3.40)

-1 o8

and g1(x,y) = —log(1 - V1 -22) —log(1l -y?) and the infimum in Eq. 3.39 is taken over all
input states wp, g to the channels M. where R is a reference register (R can be chosen

isomorphic to Ry_1).

For the choice of 5 =2, § = eé, we have

29(€,0) < 310g(<1 +e%)

(SN
+
™
sl
v
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We also have that

log (1 -+ 5“5 21xMIED ) < (]| B2

2
Finally, if we define €, := (|A||B|)%€s +3log ((1 + e%)g’ + 6112), and choose a = | /€, we get the
bound

He1+62 (A?HB?E);) > Z mf H(Ak|BkRk)M;c(kaRk)

min
w
k=1 RpEg

—n/& (log?(1 +2|A]) +2) -

(g1(€e2,€1) +2g0(€1))  (3.41)

NG

The entropy loss per round in the above bound behaves as ~ €/24. This dependence on
€ is indeed very poor. In comparison, we can carry out a similar proof argument for
classical probability distributions to get a dependence of O(y/€¢) (Theorem A.13). The
exponent of € in our bound seems to be almost a factor of 12 off from the best possible
bound. Roughly speaking, while carrying out the proof classically, we can bound the
relevant channel divergences in the proof by O (€), whereas in Eq. 3.41, we were only
able to bound the channel divergence by ~ ¢/12. This leads to the deterioration of perfor-

mance we see here as compared to the classical case. We will discuss this further in Sec. 3.4.6.

3.4.1. Proof idea

In order to prove this theorem, we will use a channel divergence based chain rule. Given
any divergence D, we can define the (stabilised) channel divergence based on D between two

channels N 4.5 and M4 p as | , ]

D[ M) = sup DN a~5(par)l| Ma-p(par)) (3.42)

PAR
where R is reference register of arbitrary size (|R| = |A| can be chosen when I satisfies the

data processing inequality).

Recently proven chain rules for a-Rényi relative entropy | , Corollary 5.2| state that

for a > 1 and states p4 and o4, and channels €45 and F4_ g, we have

Do(Eamp(pa)l|Facp(04)) < Dalpalloa) + DiE(Eanpl|Fap) (3.43)

where Déeg(EA_>3||FA_,B) = lim,, 00 %Da(é’fiBHFEZB).

Now observe that if we were guaranteed that for the maps in Theorem 3.12 above,
DEE(My, || M}) < € for every k for some a > 1. Then, we could use the chain rule in Eq. 3.43
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as follows

Da(M, 00 My (ple) )| MLy 000 My (p%)))
< Do(Myoy o0 My (pQ )| Moy 00 M (0S50 )) + DEB(M,, || ML)

IN

— 0 0 2 Nre A
< Da(ppllpS)s) + 3 Dig(My || M)
k=1

< ne.

Once we have the above result we can simply use the well known relation between smooth

max-relative entropy and a-Rényi relative entropy | , Proposition 6.5] to get the bound

Digas M o+ 0 M () | MG, 2+ 0 Mi (o))

go(€’)
a-1

< Da(My 00 My (P )| MLy 00 MY (p0),)) +

<ne+0O(1).

This bound can subsequently be used in Lemma 3.5 to relate the smooth min-entropy of the
real state M, o--- o Ml(ﬁg)o)E) with the a—Rényi conditional entropy of the auxiliary state

M, o0 Mi( pggo)E), for which we can use the original entropy accumulation theorem.

In order to prove Theorem 3.12, we broadly follow this idea. However, the condition
| My = M|, <€ does not lead to any kind of bound on Di® or any other channel divergence.
We will get around this issue by instead using mixed channels M$ = (1 - §) M}, +0 M.
Also, instead of trying to bound channel divergence in terms of D®, we will bound the
D (defined in the next section) channel divergence and use its chain rule. We develop the
relevant a-Rényi divergence bounds for this divergence in the next two subsections and then

prove the theorem above in Sec 3.4.4.

3.4.2. Divergence bound for approximately equal states

We will use the sharp Rényi divergence D defined in Ref. | ] (see | | for the
following equivalent definition) in this section. For o > 1 and two positive operators P and

@, it is defined

D (P[|Q) = min Da(A]Q) (3.44)
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where Dy (A||Q) is the a-Rényi geometric divergence | ]. For ae> 1, it is defined as

Bu(AIO) - L logtr (Q (Q‘%AQ‘%)Q) if A<Q

00 otherwise.

(3.45)

A in the optimisation above is any operator A > P. In general, such an operator A is
unnormalised. We will prove a bound on Df between two states in terms of the distance
between them and their max-relative entropy. In order to prove this bound, we require the

following simple generalisation of the pinching inequality (see, for example, | , Sec.
2.6.3]).

Lemma 3.13 (Asymmetric pinching). Fort >0, a positive semidefinite operator X >0 and
orthogonal projections I1 and 11, = 1 -I1, we have that

1
X < (1+4)IXT+ (1 + ;) I, XTI, (3.46)

Proof. We will write the positive matrix X as the block matrix

X1 Xy
X =
X; X,

where the blocks are partitioned according to the direct sum im(II) ® im(II,). Then, the

statement in the lemma is equivalent to proving that

X1 X (1+t)X; 0 0 0
< +
(X; Xg) ( 0 0) (0 (1+%)X3)

which is equivalent to proving that

This is true because

tX, -Xp| [—tY2 0 \ (X1 Xo)[-tY* O -
-X; 1xz) \ o w2f\xy X5\ o 2) 7
since X > 0. O

Lemma 3.14. Let € >0 and a € (1,00), p and o be two normalised quantum states on the
Hilbert space C™ such that § |p— o, <€ and also Dax(pl|o) < d < 00, then we have the bound

jlog(a £ fe)a + (eadﬁ)ail). (3.47)

D#(pllo) < =

«
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Note: For a fixed a € (1,00), this upper bound tends to zero as e = 0. On the other hand,
for a fixed € € (0,1), the upper bound tends to infinity as o — 1 (that is, the bound becomes
trivial). In Appendix A.2, we show that a bound of this form for D¥ necessarily diverges

fore>0as a— 1.

Proof. Since, Dpax(pllo) < oo, we have that p << 0. We can assume that o is invertible. If it

was not, then we could always restrict our vector space to the subspace supp(o).

Let p—0o =P -, where P > 0 is the positive part of the matrix p- o and @ > 0 is its
negative part. We then have that tr(P) = tr(Q) <e.

Further, let

Po s = Z)\Zm x| (3.48)

i=1

w\»—t

be the eigenvalue decomposition of 072 Po 3. Define the real vector q € R as

q(1) = (zil o|z:).
Note that ¢ is a probability distribution. Observe that

n
Erg[Ar] = Z)\, (2] o|x;)
i=1

= tr (0 Z Ai|x;) (xl|)

i=1
=tr (00_%]30_%)
= tr(P)
<e.
Also, observe that \; > 0 for all i € [n] because 072 Po~2 > 0. Let’s define
S:={ie[n]:\i<Vel (3.49)
Since, A; > 0 for all 7 € [n], we can use the Markov inequality to show:
Pr(le 5 = Pr(Ar > Ve)

< EIN\q/[E)\I]
<Ve.

Thus, if we define the projectors Il := ¥, g |x;) (x;] and 11, := ¥, e |2;) (x;| = 1 -1, we have

tr(oll,) = > (x| o|z;)

i€S¢
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= I?Ir(l €S9
<Ve. (3.50)
Moreover, by the definition of set S (Eq. 3.49) we have
o2 Po~z11 = > A |zi) (]
ieS
< Vel (3.51)
and using Dyax(pl|lo) < d, we have that
o 2poz < el (3.52)
Now, observe that since o3 pa‘% >0, for an arbitrary ¢ > 0, using Lemma 3.13 we have
oT2poE < (1+ t)Ha‘%pa‘%H + (1 + %) 1,02 po 211,
<L+ (T+4072Po 3 T+ (1 + %) eI,

<A+t (1+e)Il+ (1 + %)edHi

where we have used p < 0 + P to bound the first term and Eq. 3.52 to bound the second
term in the second line, and Eq. 3.51 to bound Ilo~2 Poz11 in the last step.

We will define A, = (1 +¢)(1 + /€)ozIlo? + (1 + %)eda%ﬂla%. Above, we have shown
that A, > p for every ¢ > 0. Therefore, for each ¢ > 0, D¥(p|lo) < Du(As||l0). We will now
bound Do (A||o) for o e (1 00) as:

Du(Adr) = —logtr (o (-5 o))

10gtr(0((1+t) 1+\/_)H+(1+ 1) dnl)a)
logtr( ((1+t) (1+f)an+(1+1) edanl))
illog((1+t)°‘(1+\/E)atr(al_[)+(1+%)aed“tr(aﬂl))
illog((1+t)0‘(1+\/E)a+(1+%)aeda\/g)

where in the last line we use tr(oIl) < 1 and tr(oll,) < /e (Eq. 3.50). Finally, since ¢ > 0

was arbitrary, we can choose the ¢ > 0 which minimizes the right-hand side. For this choice

_1
of tmin = ((idT\/)Ea)aH, we get

Do(A,

min

1 [e] « [
’ . log ((1 ++/€)a + eﬁde%;ﬂ))

U)SOC
a
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which proves the required bound. U

3.4.3. Bounding the channel divergence for two channels close to

each other

Suppose there are two channels N and M mapping registers from the space A to B such
that 3 [A = M|, <e. In general, the channel divergence between two such channels can be
infinite because there may be states p such that N'(p) < M(p). In order to get around this

issue, we will use the d—mixed channel, M;. For ¢ € (0,1), we define M; as
Ms:=(1-0)M+IN.

This guarantees that Dyax(N || Ms) < log 5, which is enough to ensure that the divergences

we are interested in are finite. Moreover, by mixing M with A/, we only decrease the distance:
1 1
S IMs =N, = S [(1-8) M+5 N -],

= (1-0)5 IM- ],
<(1-9)e. (3.53)

We will now show that D (N|| M) is small for an appropriately chosen 6. By the definition

of channel divergence, we have that

D# (N || Ms) = sup DF (N (par)||Ms(par))

PAR
where R is an arbitrary reference system (N, M; map register A to register B). We will
show that for every par, D& (N (par)||Ms(par)) is small. Note that

Ms(par) = (1-6) M(par) + N (par)
>N (par)

which implies that Duax(N (par)|| Ms(par)) <log . Also, using Eq. 3.53 have that

2 IMs(pan) =N (pan) < (1= 9)e.

Using Lemma 3.14, we have for every « € (1, 00)

1

D¥ (N (par)| Ms(par)) < Gha 10g(<1 +v (1 —5)6)ﬁ + (@)a+ )

a-1 o«

Since, this is true for all pag, for every a € (1, 00) we have

DEW M) < a*ilog((um)fm(@)“ )

o — ok
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Note that since § was arbitrary, we can choose it appropriately to make sure that the above

bound is small, for example by choosing = eﬁ, we get the bound

1 a 1
: log ((1 +/€)aT + 64(“1“))

which is a small function of € in the sense that it tends to 0 as € — 0. We summarise the

o+

D (N[ Ms) <

o —

bound derived above in the following lemma.

Lemma 3.15. Let € > 0. Suppose channels N' and M from register A to B are such that
LN =M]|, <e. Forde(0,1), we can define the mized channel Ms:= (1-0)M+6N . Then,

for every ac € (1,00), we have the following bound on the channel divergence

o

D#(N || Ms) < ar 1 log (1 +4/(1 —5)e)m + (—'(1_5)6)a+1 . (3.54)

o — ok

3.4.4. Proof of the approximate entropy accumulation theorem

We use the mixed channels defined in the previous section to define the auxiliary state
M’ O---OM‘f(pg)O)E) for our proof. It is easy to show using the divergence bounds in Sec. 3.4.3
and the chain rule for D¥ entropies that the relative entropy distance between the real
state and this choice of the auxiliary state is small. However, the state M® o-- o M‘ls(pg)o)E
does not necessarily satisfy the Markov chain conditions required for entropy accumulation.
Thus, we also need to reprove the entropy lower bound on this state by modifying the

approach used in the proof of the original entropy accumulation theorem.

Proof of Theorem 3.12. Using Lemma 3.15, for every ¢ € (0,1) and for each k € [n] we have
that for every 8> 1, the mixed maps M := (1 - §) M}, +6 M, satisfy

D (M| M) < 5 g (1@)(@)

s 6°
= 25(e, 6) (3.55)

where we defined the right-hand side above as zg(¢,d). This can be made “small” by choosing
§ = €17 as was shown in the previous section. We use these maps to define the auxiliary state

as
Oapppp = Moo M (pl)p). (3.56)
Now, we have that for 3> 1 and ¢ >0

Dyt (panprplloarsrr)
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~ €
< Dg(paypypelloapspe) + foler)

-1
< D#( 90(61)
s g pA{LB{‘EHUA’fB{lE) t
B-1
go(€1)
= D?(Mn CRE OMl(PgO)E)HMfL 0+ 0 M?(Pg)o)E )+ o1
go(e
< DF (Mo 000 Mi(p)l| M o0 MYG)) + DF (M [ 446) + 2500
S oo
$ D# M M(5 90(61)
< 37 DF (M, | M) + DL
k=1 B-
< go(€1)
<nzp(e,d) + =——= (3.57)
-1
where the first line follows from | , Proposition 6.5], the second line follows
from | , Proposition 3.4}, fourth line follows from the chain rule for D? [ , Propo-

sition 4.5], and the last line follows from Eq. 3.55.

For €5 >0 and o € (1,1 + m), we can plug the above in the bound provided by
Lemma 3.5 to get

Hi (AYBYE) > F (A B ), — —"nzy(e,0)
a —
1 ago(e€
- (91(62,61)+ ZO_(ll)). (3.58)

We have now reduced our problem to lower bounding HA(A?|BI'E),. Note that we cannot
directly use the entropy accumulation here, since the mixed maps M2 = (1 - 8) M}, +5 M,
which means that with & probability the By register may be correlated with A¥~! even given

B¥1E, and it may not satisfy the Markov chain required for entropy accumulation.

The application of the maps /\/li can be viewed as applying the channel M, with prob-
ability 1 - ¢ and the channel M, with probability 5. We can define the channels A/}, which
map the registers Rj_; to R,A;BrCy, where C}, is a binary register. The action of N} can
be defined as:

(1) Sample the classical random variable Cj € {0,1} independently. Cy = 1 with proba-

bility 1 -0 and 0 otherwise.

(2) If C), =1 apply the map M), on Ry 4, else apply My on Rj_;.
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Let us call QA?B?C{LE = Nn o-..oNl (pg??o)E) Clearly tl"c;t (QA?BTLC{IE) = O-A?B?E~ ThUS, we have
HL(AY|BYE), = HL(A}|BY E)q

> H! (A?|BICI'E),. (3.59)

We will now focus on lower bounding H}(A?|BrCPE),y. Using | , Proposition 5.1,

we have that

«

HI(A}|BICYE)g =

l-a -
T log CZI; 0(c}) exp (TH(L(AﬂB?E)%y) :

We will show that for a given ¢}, the conditional entropy Iﬁ(A’ﬂB’fE)glcn accumulates
1

whenever the “good” map M, is used and loses some entropy for the rounds where the “bad”

map M, is used. The fact that ¢} contains far more 1s than Os with a large probability then

allows us to prove a lower bound on HL(A?|BPCPE),.

Claim 3.16. Define hy := inf,, ﬁé(AﬂBkRk_l)M;(w) where the infimum is over all states
Wr, R, JOT @ Tegister Ryi_1, which is isomorphic to Ry_y, and s := log(|A||B[?). Then, we

have
f[@(AﬁB{‘E)(,‘C? > > (8(ck,1) i — 6(cx,0)5) (3.60)
k=1

where 6(z,y) is the Kronecker delta function (0(x,y) =1 if x =y and 0 otherwise).

Proof. We will prove the statement
L (ARBEE, > HL(ASYBE B, + (0(er e - 8(61,0)5)

then the claim will follow inductively. We will consider two cases: when ¢, = 0 and when
cx = 1. First suppose, ¢ = 0 then 0k prger = tre, o/\/lfk’ﬁR’“AkB’“ (HkalA;f_le_lE‘CQ. In this
case, we have
HI(AYBYE)g,, > HL(AY|BIE)s , ~log|A]
1 1
> HY(AT B E)g,, ~log (|A]1BP)
= AY(AL|BE B -

where in the first line we have used the dimension bound in Lemma A.8, in the second

line we have used the dimension bound in Lemma A.10 and in the last line we have used

0 a1 g1 gk = 0 gb-1 g1 ke -

Now, suppose that ¢ = 1. In this case, we have that 0 4. gi g1 = trg, M, (GRk_lA;qu{cflE‘czf)

and since GRk_lA;f_lB{g_lef =Py 10Dy o0 <I>1(pg)0)E where each of the ®; € {M;, M}, using
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the hypothesis of the theorem we have that the state 0,iprper = M, (‘ng_lA’f’lB{“*IElc’f)
satisfies the Markov chain

Al & BMIE By

Now, using Corollary A.7 (the H! counterpart for [ , Corollary 3.5], which is the

main chain rule used for proving entropy accumulation), we have

I:LL(AIﬂBfE)g > ]-IT (A]f_1|B{€_1E)9|CIf + lgf Hé(Ak:|BkRk—1)M;Q(w)

ek~

= HOTK(A/f—1|B{C—1E)9|Ck_1 + hi

where in the last line we have again used 6 yr-1gi-1 gk = 0 41-1 g1 gr-1. Combining these two

cases, we have
ﬁ[;(A’ﬂBfE)glcT > [T (AF1| Bk E)g e + (0(cr1) e = 6(cr,0)5) (3.61)

Using this bound n times starting with FNI&(AﬂB?E)glCn gives us the bound required in the
1

claim. O

For the sake of clarity let I;(cx) == (0(cx,1)hg — 5(cx,0)s). We will now evaluate
1-a - l-ad

>0t exp (S ALALBI By ) € S 0(ch) exp (T 5 zk<ck))
ct cl k=1

= Z 12[ Q(Ck)e%lk(Ck)

c? k=1
=TI (e )e =, (3.62)
k=1 ck

Then, we have

5 « 1-a ~
HLCRIBICT B = 1 log B0 o (THJAAﬁB?E)M) .

e o)
T 82

“i- %leog((l ez 1 gem)
gh’“a—zbg(l 5+ 0e"5 ()
éhk—%mog(1+5(e S 1)) e

where in the second line we have used Eq. 3.62 and in the last line we have used the fact
that hy <log|A| for all k € [n].
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We restricted the choice of o to the region (1, 1+ m) in the theorem, so that we

can now use | , Lemma B.9] to transform the above to

H\(AYBYCTE)y > Y, inf  H(AdBiRict) ey - na - 1) log?(1+2|A))

w
k=1"Rg-1Rk_1

_ %nlog (1 s (e%zlogUAnBD - 1)) , (3.64)

Putting Eq. 3.58, Eq. 3.59, and Eq. 3.64 together, we have

Htn? (AYBIE), 2 3, inf  H(AyByRi-1) py ) — n(a - 1) log?(1+2|A])

min
k=1 "Bp-18k1

- %nlog (1 +90 (e%Qlog(‘A||B|) - 1))

«

1
- 1n2g(6,5)m (91(62,61) +

3.4.5. Testing for approximate EAT

We will now incorporate testing into the approximate entropy accumulation theorem
proven in Theorem 3.12. Testing enables one to prove a lower bound on the smooth
min-entropy of a state produced by the process in Fig. 2.1 conditioned on the output of
a classical event. This is particularly useful for proving tight and practical bounds in

cryptographic protocols.

In this section, we will consider the channels M;, and M, which map registers Ry_; to
ApBr X Ry such that X is a classical value which is determined using the registers A, and
By.. Concretely, suppose that for every k, there exist a channel Ty : A, B, - ApBp Xy of the

form

k

To(wap,) = YUY @ I wa, 5,1 @11 ® (y,2)) {2 (y.2)], (3.65)
y,z

where {H%’Z}y and {ng}z are orthogonal projectors and z(-) is some deterministic function

which uses the measurements y and z to create the output register Xj.

In order to define the min-tradeoff functions, we let P be the set of probability distri-
butions over the alphabet of X registers. Let R be any register isomorphic to Ry_;. For a
probability ¢ € P and a channel N, : R,y — A, B X Ry, we also define the set

Yr(qINy) =={va,B.x,r,r = Nk(wr,_,r) : for a state wg, , g such that vx, =q}. (3.66)
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Definition 3.17. A function f : P - R is called a min-tradeoff function for the channels
{Nw}, if for every k € [n], it satisfies

veXy(ql Nk)

We will also need the definitions of the following simple properties of the min-tradeoff

functions for our entropy accumulation theorem:

Max(f) := max f(q) (3.68)
Min(f) :=min f(q) (3.69)
Ming(f) := i f(q) (3.70)

2
V(1) = e Ta() 6. - (L)1 6) 37)
Q'E(Q)ig xT X
where ¥(q) := U Xx(q) and 0, is the distribution with unit weight on the alphabet z.

Theorem 3.18. For k € [n], let the registers Ay and By, be such that |Ag| = |A| and |By| = |B.
For k € [n], let My, be channels from Ry_1 - Ry ArBr Xy and

parByxrE = trg, 0 My 00 My(pyy (3.72)

be the state produced by applying these maps sequentially. Further, let My be such that
Mp = Tpo M,(CO) for Ti defined in Eq. 3.65 and some channel M,(CO) : R_1 » R,ALB;.
Suppose the channels My, are such that for every k € [n], there exists a channel M;, from
Ri_1 - R, AL B X}, such that

(1) M}, =Ty o /\/l;c(o) for some channel M;(O) : Ry = Ry A,By.

(2) M, e-approxzimates My, in the diamond norm:

1 )
5 My = My ||, <€ (3.73)

(3) For every choice of a sequence of channels Ny € {M;, M} for i € [k - 1], the state
M oNj_q o ONl(ng)E) satisfies the Markov chain

ANl o BB o By (3.74)

Then, for an event Q defined using X7, an affine min-tradeoff function f for {M}}7_, such
that for every x € Q, f(freq(x)) > h, for parameters 0 < d,¢e1,€e3 <1 and €y =2 % such
that eo +e3< 1, a€ (1,2), and § > 1, we have
~1)log(2 2
HE (AY|BYE) g 2 nh - % (log(21AP + 1) +log(2)v/2+ Var(f)) - n(a-1)°K,
e 212 (log(|A||BI) + Maa( )~ Min(f)+1) _
a_lnlog(1+5(e 1))
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a 1 1 ago(er)
—— |alog—o— .
1n25(6,5) a_l(a ogPrp(Q)_61+gl(63,eg)+ 51 )

(3.75)

where

25(€,0) = 5+110g (1+\/(1—5)e)/£1+(—w) + (3.76)

-1 57

1

G —
6(2- )

(@D @log Al (Mas(1)-Mins (1)) [og? (e(2loglAl (Masl)-Mins (1)) 1 2) (3.77)

and gi(x,y) = —log(1l-V1-2?)-log(1-y?).
We provide a proof for this theorem in Appendix A.8.
3.4.6. Limitations and further improvements

As we pointed out previously, the dependence of the entropy loss per round on € is very
poor (behaves as ~ €!/24) in Theorem 3.12. The classical version of this theorem has a much
better dependence of O(y/€) on € (see Theorem A.13). The reason for the poor performance
of the quantum version is that our bound on the channel divergence (Lemma 3.15) is very
weak compared to the bound we can use classically. It should be noted, however, that if
Lemma 3.15 were to be improved in the future, one could simply plug the new bound into

our proof and derive an improvement for Theorem 3.12.

A better bound on the channel divergence would have an additional benefit. It could
simplify the proof and the Markov chain assumption in our theorem. In particular, it
would be much easier to carry out the proof if the mixed channels Mi were defined as
(1 -0) M}, +0Ta, B, ® tra,p, oM (which is what is done classically), where 74,5, is the
completely mixed state on registers AyBy. Here, instead of mixing the channel M) with
M., we mix it with 74, 5, ® tra, s, © My, which also keeps Dppax( My, | M3) small enough.
Moreover, this definition ensures that the registers Bj produced by the map /\/li always
satisfy the Markov chain conditions. If it were possible to show that the divergence between
the real state M, o--- o Ml(pg)o)E) and the auxiliary state M° o--- o Mf(pg]O)E) is small for
this definition of M2, then one could directly use the entropy accumulation theorem for
lower bounding the entropy for the auxiliary state. We cannot do this in our proof as this
definition of the mixed channel M2 also increases the distance from the original channel M

to €+26 and this makes the upper bound in Lemma 3.14 large (finite even in the limit € - 0).
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It seems that it should be possible to weaken the assumptions for approximate entropy
accumulation. The classical equivalent of this theorem (Theorem A.13) for instance can
be proven very easily and requires a much weaker approximation assumption. It would be
interesting if one could remove the “memory” registers Ry from the assumptions required
for approximate entropy accumulation, since these are not typically accessible to the users

in applications.

Another troubling feature of the approximate entropy accumulation theorem seems
to be that it assumes that the size of the side information registers Bj is constant. One
might wonder if this is necessary, since continuity bounds like the Alicki-Fannes-Winter
(AFW) inequality do not depend on the size of the side information. It turns out that
a bound on the side information size is indeed necessary in this case. We show a simple
classical example to demonstrate this in Appendix A.5. The necessity of such a bound also

rules out a similar approximate extension of the generalised entropy accumulation theorem

(GEAT) | !

70



Chapter 4

Proving security of BB84 under source

correlations

4.1. Introduction

Protocols in quantum cryptography often require an honest party to produce multiple
independent quantum states. As an example, quantum key distribution (QKD) proto-
cols | : | and bit commitment protocols | ) | all require the
honest participant, Alice to produce an independently and randomly chosen quantum state
from a set of states in every round of the protocol. The security proofs for these protocols
also rely on the fact that the quantum state produced in each round of the protocol is
independent of the other rounds. However, this is a difficult property to enforce practically.
All physical devices have an internal memory, which is difficult to characterise and control.
This memory can cause the quantum states produced in different rounds to be correlated
with one another. For example, when implementing BB84 states using the polarisation of
light, if the polariser is in the horizontal polarisation (|0)) for round &, and it is switched
to the II/4-diagonal polarisation (|+)) in the (& + 1)t round, then it is plausible that the
state produced in the (k + 1)* round is “tilted” towards the horizontal (that is, has a
larger component along |0) than [1)) simply due to the inertia of switching the polariser.
Such correlations between different rounds caused by an imperfect source are called source
correlations. Security proofs for cryptographic protocols need to consider such correlations

in order to be relevant in the real world.

An extensive line of research has led to techniques for proving the security of QKD

protocols with a perfect source | , , , , , ]. However,



BB84-
QKD
protocol

Alice's

source

Fig. 4.1. Quantum input for the BB84 protocol with a perfect source.

almost all of these techniques rely on source purification'V— the fact that the security of
this protocol is equivalent to one where Alice sends out one half of a Bell state in each
round and randomly measures her half. When the states produced by Alice’s source are
correlated across different rounds, this equivalence step fails and one can no longer use these
methods. In this chapter, we use the entropic triangle inequality to reduce the security
of the BB84 QKD protocol with source correlations to that of the BB84 protocol with a
perfect source. With this reduction, one can simply use one of the many security analysis
methods developed to complete the security proof®. We demonstrate our technique using
the BB84 protocol, although we believe it is quite general and can be applied to other

cryptographic protocols as well.

In the BB84 protocol, the only quantum state to the protocol is provided by Alice. The
protocol can be represented as in Fig. 4.1. If the source is imperfect and the BB84 protocol
is directly performed on the state produced by such a source as in Fig. 4.1, it is difficult
to analyse the protocol and provide good security guarantees®. Instead, we propose and
analyse the setup presented in Fig. 4.2. Here the source is tested during the execution of
the protocol using a simple procedure and the protocol run is only declared valid if the test
passes. The source test randomly measures the output of the source on a small sample
of the rounds in the preparation basis and aborts if the relative deviation of the observed

output from the expected output is more than some small threshold e. Practically, this test

(1)Only [ ] does not use source purification, but it still requires that the states in each round be
produced independently.

2) Following the reduction, any security proof technique for QKD which can bound I;T,L of Alice’s raw
key given Eve’s side information can be used to complete the proof. The assumptions for the security of the
protocol will be a combination of the assumptions required for this security proof and the assumptions used

during the source test presented in Protocol 4.2.
() The following example demonstrates the difficulty. Imagine a source which at the start of the QKD

protocol flips a coin C, which is 0 with probability e,. If C' = 1, the source produces the qubit states perfectly,
otherwise if C' =0 it encodes 0 whenever a key generation basis is used. The state produced by this source
will be O(es) close to the perfect state in each round. It will also not abort during parameter estimation.
However, with probability €5 no key is produced between Alice and Bob. In this situation, we would like the
protocol’s secrecy error to remain arbitrarily small and its abort probability to be ~ €;. For this we need to

be able to somehow identify the C' =0 bad case.
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Fig. 4.2. The setup for performing the BB84 protocol with a source test.

can be carried out concurrently with the BB84 protocol and no quantum memory is required.

Roughly speaking, the output of the source test has at most e error in each round. This
scenario can be viewed through the framework of approximation chains: after the source
test, one can show that almost every partial state Pxrekakl Can be approximated by a
state of the form Pxk-10k-1 k-1]0 ® pxea, where pxea is the perfect state. While one can
formalise this connection, we do not pursue it as it does not yield additional insights. The
randomised testing actually ensures that the deviations in a round are not correlated with
those in the other rounds (as they are in the example in Footnote (3)). This allows us to
achieve an arbitrary smoothing parameter (and protocol error), in contrast to the analysis
for the approximately independent registers problem in the previous chapter. This is crucial

for practical QKD protocols.

For the security analysis of the protocol depicted in Fig. 4.2, we do not require any
additional assumptions on the source. Assumptions are only required on the measurements
used for the source test. In Section 4.3, we present the security analysis assuming perfect
measurements and then in Section 4.4, we demonstrate how this analysis can be modified to
incorporate imperfect measurements. It is worth noting that these measurements are used
at a much smaller rate than the source, so it should be easier to implement them almost
perfectly than it is to do the same for the source. In comparison, | ], which is one
of the most comprehensive treatments of source imperfections and source correlation, makes
multiple complex assumptions about Alice’s source (also see | ). Among these,
it assumes that the state produced by Alice in the &* round can only be correlated to the
states produced in the /. rounds preceding it, where /. is some known constant. Moreover,
it also assumes that Alice’s quantum states are not entangled across different rounds. These
are both, as noted by the authors in | |, very strong assumptions, which cannot
be guaranteed in practical setups. Importantly, it is also not possible to accurately estimate

the parameter /. experimentally.
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The source test also addresses the challenge of characterising the source for QKD
[ , , ]. Most theoretical descriptions of QKD protocol require the
source to operate almost perfectly. Thus, in order to implement these protocols one needs to
characterise the source beforehand. Since we show security of BB84 as long as the source test
succeeds, no prior characterisation is required for the source in our protocol. However, one
still needs to characterise the measurements used in the source test. As mentioned above,

this might be easier since the measurements are used at a much smaller rate.

4.2. Quantum sampling

In order to use the entropic triangle inequality effectively, we need a way to bound the
D¢ .. between the output of the source test and the almost perfect source state. We will
use results from | | for this task. | | studies how sampling techniques can be used
to estimate the relative weight of a string classically as well as quantumly. In particular,
it essentially generalises the Hoeffding-Serfling random sampling bounds to quantum states.
The main result of this paper has been summarised as the theorem below. To state it, we
first need to define the relative weight of a string. For an alphabet X and a string =7 € X",

the relative weight of z7 is the frequency of non-zero z;, that is,
w(zh) = ;|{2€ [n]:xz; 0} (4.1)
Further, for a string «7 and a subset S ¢ [n], let xg refer to the string (z;);cs-

Theorem 4.1 (Quantum sampling | ). Let ¥ be a sampling strategy which takes a
string ay, selects a random subset T' € [n] using the probability distribution pr, a random
seed K with probability px and produces an estimate f(T,ar, K) for the relative weight of
the rest of the string ap. We can define the set of strings for which this strategy provides a

d-correct estimate for 0 >0 given the choices I' =~ and K =k as
B, (¥) = {a} : [w(as) - f (7,05, K)| < 0} (4.2)

where 7 is the complement of the set v in [n]. The classical mazimum error probability for

this strategy VW is defined as

cl*

ely= max Prfaf ¢ Blyc(W)] (4.3)

Define the projectors Hﬂ%" = Vanens, (v) laT) (aﬂA?. Then, for a quantum state parp, we
have that the state

dlyr dlyk
An parpll Ap

prcare = Y p(yr) [vE) (YAl © (4.4)

K tr (Hil%npArfE)
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is €5, = V€, close to the state prcare = 2o DY) [7R) (VE|p g ® pare in trace distance.

If one were to measure the string in the register given by A, of the state p defined above,

then the rest of the registers A5 of p would lie in a subspace, which has relative weight d-close

to f(7,ay, k).

4.3. Security proof for BB84 with source correlations

We consider the BB84-QKD protocol described in Protocol 4.1 (based on | | and
[ ]). This is slightly different from the protocol in Protocol 2.1 to ensure compatibility
with the entropy accumulation theorem, which we use for the security proof. In Table 4.1,

we list all the variables we use for our proof along with their definitions.

At the beginning of every round of the QKD protocol, Alice prepares the classical registers
X; and ©;, and the corresponding qubit in the register A;. If Alice’s quantum source were
perfect, she would produce the following state during each round of the protocol
Pxea = Z p(x,0) |x,0)<x,8|X@®H9 |z) (x| 4 HY (4.5)
reX,0€©
where H is the Hadamard gate and
1-p _
= ifd=0
p(w,0) =4 ™
ﬁ if0=1.

Consider the case, where Alice only has access to an imperfect quantum source to prepare
qubits for the QKD protocol above. We will assume here that the classical randomness used
by Alice is perfect. We do not place any assumptions on the performance of the source.
Suppose Alice and Bob use n rounds for the BB84 protocol. In order, to perform the QKD
protocol with the imperfect source, we require that Alice uses her source to first perform the
source test given in Protocol 4.2 with (n + m)-total rounds. This test randomly selects m
rounds of the source output, measures the qubit A; in the basis given by 6, and compares
the result with the encoded bit X; for these rounds. The source passes the test if the fraction
of errors is less than e, which is a source error threshold chosen by Alice. Subsequently,
Alice uses the n remaining rounds produced by the source for the BB84 protocol provided
the source test does not abort. The complete protocol is depicted in Fig. 4.2. It should be
noted that Alice can actually run Protocol 4.2 concurrently with the BB84 protocol. She
does not need to create all the (n +m)-rounds at once and store them in a memory in order
to carry out this protocol. She can classically sample a random set I' of size m at the start
of the BB84 protocol and for every round ¢, she can use the round as source test round if

i € T or forward the state produced to Bob if i ¢ T'. For theoretical purposes, this concurrent
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BB84 QKD protocol

Parameters:
— n is the number of qubits sent by Alice.
— p € (0,1) is the probability of both encoding and measuring in the X basis
{I+),1-)}-
— e€(0,3%) is the maximum error tolerated.
— r€(0,1) is the key rate of the protocol.
Protocol:

(1) For every 1 <i<n perform the following steps:

(a) Alice chooses a random bit X; €g {0,1} and with probability 1 — u encodes
it in the Z basis and with probability x in the X basis.

(b) Alice sends her encoded qubit to Bob.

(c) Bob measures the qubit in the Z basis with probability 1 - x and in the X
basis with probability p. He records the output as Y;.

(2) Sifting: Alice and Bob share their choice of bases for all the rounds and discard
the rounds where their choices are different. We denote the remaining rounds by
the set S.

(3) Information reconciliation: Alice and Bob use an information reconciliation
procedure, which lets Bob obtain a guess Xg for Alice’s raw key Xg.

(4) Raw key validation: Alice selects a random hash function from a 2-universal
family and sends it along with hash(Xg) to Bob. If hash(Xg) # hash(Xg) Bob
aborts the protocol.

(5) Parameter estimation: Let Sx be the set of rounds where Alice prepared the
qubit in the X basis and Bob measured the qubit in X basis. Bob aborts if
{ieSx:X;#Y;}>eu2n.

(6) Privacy Amplification: Alice chooses a random function F' from a set of 2-
universal hash functions from |S| bits to [rn| bits and announces it Bob. Alice
and Bob compute the final key as F(Xg) and F(Xs) respectively.

Protocol 4.1

approach is equivalent to one where Alice begins by using her source to produce all the
(n+m)-rounds and for our arguments we assume this is the case. In this section, we assume
that the measurements used in the source test are perfect; we will lift this assumption in
Section 4.4.

76



Variable | Definition

X The set {0,1}; alphabet for Alice’s random string.

S} The set {0,1}; alphabet for the basis string.

X7 The random string chosen by Alice at the beginning of the protocol.

oy Alice’s choice of randomly chosen basis. ©; = 0 if Alice chooses Z basis
and ©; = 1 if she chooses X basis.

A7 The quantum registers sent by Alice to Bob.

(:)711 Bob’s choice of randomly chosen basis. ©; = 0 if Bob chooses Z basis and
@i =1 if he chooses X basis.

Yr Bob’s outcomes of measuring A" in ©7 basis.

S The set {i € [n]:6; = 6;}.

X Bob’s guess of Xg, produced at the end of the information reconciliation
step.

T Transcript for information reconciliation and raw key validation.

X{I For i € [n], X; =X, if0,=0; else X, =1.

Y Forie[n],ffi:Yiif@i:@izlelseﬁzl.

Ccy Forz'e[n],C’iinEBY;-if@izéizlelse C;=1.

C’{‘ Forie[n],é’i:f(,-@}/;if@izéizlelse Ci=1.

E Eve’s register created after Eve processes and forwards the states A7 to
Bob.

T The event that the protocol does not abort, i.e., |{i € Sy : C; = 1}| < eu?n
and hash(Xg) = hash(Xy).

T’ The event that Xg = Xs.

T The event that |{i € Sx : C; = 1}| < ep®n.

Let pxpemen+man+m be the state produced by the imperfect source, €2 denote the event
that the source test (Protocol 4.2) does not abort and let the output of the source test

protocol conditioned on €2 be the state pxrerAr|o (or the subnormalised state PXTOTATAQ

Table 4.1. Definition of variables for QKD

depending on the context).

In the following lemma, we prove that pxren AT has a relatively small smooth max-
relative entropy with a depolarised version of the perfect source using Theorem 4.1. We then

use the entropic triangle inequality to reduce the security of the BB84 protocol with the

imperfect source to that of a BB84 protocol, which uses this state as its source state.
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Source test

Parameters:
— € is the source error tolerated.
— m is the number of rounds on which the source is tested.
— n is the number of rounds produced by the source for use in the subsequent
protocol.
Protocol:
(1) The source produces the state pxpsmegn+m gn+m.
(2) Choose a random subset I' € [n +m] of size m, measure the quantum registers
A; in the basis given by ©; and let the result be X}
(3) Abort the protocol (and any subsequent protocols) if the observed error
Lk e T: X, # X} >e
(4) Relabel the remaining registers from 1 to n and use them as the n registers for

the subsequent protocol.

Protocol 4.2

Lemma 4.2. Let € be the threshold of the source test, 6 € (0,1) a small parameter, and let

A(e+d) |
X0A "™

register A. For the state pxnenanq produced by the source test conditioned on passing, we
have that

(1-2(e+9))pxoa+2(e+9)pxe ® Ta where T4 is the completely mized state on the

€f — A(e+0) 1
Diax(pxpep apjall (pX@A) ) <nh(e+0) +log —Prp(Q) e (4.6)

where Pr,(Q) is the probability of the event ) when the testing procedure is applied to the
state p, h(x) = —xlog(x) —(1-x)log(1-=) is the binary entropy function and €5 = 24/ %
for e, \/_exp< 2( +2) )

Proof. Define the unitaries,

Vit HOX® (4.7)
Vxea =) |z,0)(x,0]yo ® VX’9 (4.8)
x,0

so that Vxealz,0)|0) gives the perfect encoding of the BB84 state given = and ¢. We also
define the state

n+m n+m

I/Xn+m@n+mAn+m = ® VX o, A an+men+mAn+m ® VX @ A (49)

=1 =1
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Note that if p were perfectly encoded, then v would be the state pxn+mgnem ® (|0) (o)),

Let the register I' represent the choice of the random subset for sampling following
the notation in Theorem 4.1. The state produced by measuring the subset v of the A
registers of v in the computational ({|0),|1)}) basis can equivalently be produced by
measuring the subset 7 of the A registers of p in the basis given by the corresponding
© registers, adding (mod 2) the corresponding X register to the result and applying
the unitaries Vyga on the remaining indices. Conditioning on the sampled qubits of p
being incorrectly encoded at most an e fraction of the rounds is equivalent to measuring
the corresponding random subset of the qubits of v in the computational basis and
conditioning on the relative weight of the result being less than e (up to unitaries on
the remaining registers; formal expression is given in Eq. 4.19). Given this equivalence,

we can simply work with the state v and transform the results back to the state p at the end.

Using Theorem 4.1, we have that for every z7*"™, 67" there exists npan+mzn+m gnem such
that
1

5 HI/FA'{H-m|$'iL+m70{L+m — UFA;L+W‘$711+m79’iL+m H]_ < 65(311.1 (410)
and
’)71—\An+m|mn+m oprm = Zp(y) |/y> (’7| ® ngél)+m‘x?+m79{z+m (411)

where p(y) is the uniform distribution over all size m subsets of [n + m], and the state
Q)

77 n+m|,.n+m gn+m
AP ™ 07

satisfies
G)) |y (G)) |y
T]An+m|xn+m 9n+m - HAn+m /r]An+m|xn+m 9n+m HAn+m (4 ]-2)

for the projectors H%*m defined as in Theorem 4.1 (our sampling procedure does not require
a random seed k, so we omit it in our analysis). Note that using Hoeffding’s bound the
classical error probability for our sampling strategy is 2 exp n+2m) which implies that €,
V2exp(- 5(n +2)m) for this strategy. We can also define the extended state nrxn+mgnim gn+m
as

Nrxprmeptm Ap+m 1= Z p(y)p(zy™™,01"™)

n+m gn+m
,07

y,a]

|’Y, n+m 9n+m) (’7, .171+m 0n+m| ® 771(41)+m‘x?+m70?+m (413)

where p(zi*™, 07™) = [T p(«4,60;). Since, vpxpsmegnim gnsm and 1pxnsmegnim gnem have the

same distributions on X7 and ©7*™, we also have that

5 HVFX{””L@?””A{L”” — T}FX{L-P!YL@{H»'/I’LA}H—WL H < egu_ (414)
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Define €’ to be the event that the result produced by measuring the subset of registers A,
in the computational basis, where v is given by the I' register, has a relative weight less
than e. Let UrXTen AT AQY be the subnormalised state produced when the relative weight of
the registers A, of vr xp+mgutm gnem 18 measured and conditioned on €', the registers X, and
©, are traced over, and the remaining X, © and A registers are relabelled between 1 and n.
Also, let frxrenansor be the subnormalised state produced when this same subnormalised
channel is instead applied to npxn+mgn+mn+m. Let us consider the action of this map on a
general state |y) (y| ® O'I(J?)er, which satisfies the condition a%}m = Hi¥+m023+mﬂi%+7n. For

such a state, we have

Q= X Oy (@,
o et

Let ]3,4?1 = Yamuw(amy<e |a7") {ai’| be the (perfect) measurement operator for conditioning on
the event €)'. Then, the state after applying the measurement and conditioning on the €2’ is

tra, (PAWUA?W) = > > o (a,a, a,a5) |as) (as] .

ayw(ay)<e  ak,aye{zi:

lw(zy)-w(ay)|<é}

We can relabel the remaining registers to get the state 5,(4?A9r which can be put into the form

o\ = > 5 (af,a}) far) (@] (4.15)

alave{zt: w(ah)<e+s}
Let @4, be the projector on the set span{|z}) : for 7 such that w(z}) <w} (note that these

vectors are perpendicular). Then, we have that

~(7) _ e+rd=(7) €+6
Tanpq = Wap 0 qn v an (4.16)

SR T : =(7) 8 (7 :
which implies that & Aty S Q Ans since o, o i subnormalised.

By considering 01(4&,,1 = 77511)+m|zn+m9"+m7 we see that 71 satisfies
1 1 1 1

Mrxpepara = ), p(N)p(aidy) [yaior) (yatoy| ® 77,(4?\951;9’;/\9'

7,707
< > p(Vp(aio7) yatoy) (vaior| © Q5
727,07

9
= or ® 9% @ Q.

Using the data processing inequality, we also have that

L < € (4.17)

1, _ _
B HWX{L@;LA;MQ' ~ DX epARAQY qu
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79 i the classical

Let ﬁf;“g) = (1-€-0)[0) (0] + (e + 9)|1) (1] or equivalently the state 7y
probability distribution over {0,1} which is 1 with probability (e + ). For this distribution,

a simple calculation shows that

n| ( e+ n | ,n -nh(e
min (27 (7)o" [f) 2 e
2w (2] )<e+d

which implies that

Qi’f < 6nh(e+6) (ﬁ,(:+5))®n-
Thus, we have
N
nxreraraqy < erhlero) (P ® 77(6+5)) : (4.18)

As noted earlier, the state produced by measuring the registers A, of v in the computational
basis is the same as the state produced by measuring the same registers on the real state p
in the basis given by 0;, adding X; to the result (mod 2), and transforming the remaining
registers with ®j_; V)L'@i 4,- Under this correspondence, we have that the state produced by
the source test satisfies

PXPOTATAG = ® Vx,0,4;VxperAr Aty ® VX 0,4, (4.19)
1=1

Further, for the state defined as

PX7OnATAQ = ® Vx.e,a:lxp07 A7 A0 ® VX 0, A,

i=1 =1

< enh(e+d) ® (VX 0.4, PX,0, ® A(H(S)V; o4, )

nh(e Ale+d en
= D) (p500) (4.20)

where 59 = (1-2(¢+0 pxoa +2(e+0)pxe ® T4 for the completely mixed state 74 on
Pxea = P p

register A. Using Eq. 4.17, we also have

5 |Pxperapne = Pxpopapnal), < i (4.21)
Following the argument in Lemma A.14, we can show that
1 HﬁX"G"A"IQ - 5Xn®"An|QH < 26—311 (4.22)
2 1T AE PR T Pro(Q)
where Pr,(§2) := tr (,BX{L@? Ar /\Q) is the probability of the event 2 when the testing procedure

is applied to the state p, and
enh(e+d) ~(e40)
PX enArn < P—(Q) (ngA>

enh(e+d) (e+8) n
< E— 4.23
Pr,(Q) - €, (p XGA) (4.23)
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where Pr;(€2) := tr( pxreran /\Q) is defined similar to Pr,(€2). Together these imply that

Difux(pxren aziol (pg;g;) ) < nh(e +0) +log (4.24)

1
Pr,(Q) - €,

65
where €7 = 2\/ 5—¥ay Prp(m O

We now give an outline for bounding the smooth min-entropy for a BB84-QKD protocol,
which uses an imperfect source. We give a complete formal proof in Appendix B.1. Let
Pqkp be the CPTP map denoting the action of the entire QKD protocol on the source
states produced by Alice. In order to prove security for QKD, informally speaking, it is

sufficient to prove a linear lower bound for)

€f+6 (XS|ET®n@n)q>QKD(P\Q)

mll’l

~(e+5) \ " . .
) . This state can be viewed as the state

Let us define the virtual state oxnerAr = (pX@A
produced when each of the qubits produced by Alice is passed through a depolarising channel.

Using Lemma 3.5, for an arbitrary € > 0, we have

g (Xs|ETO @n)%KD(pm) > A1 (Xg|[ETOOr )b (@)

(67 € _ 91(6,76 )
- —— Difax(Parn (P10) | Pqkp (o)) — St
a-1 -1
- A a O(1
> H&(XﬂET@?@?)q)QKD(U) - —a . 1nh(e +0) - —(_ i

Thus, it is sufficient to bound the a-Rényi conditional entropy HL(Xg|ETOmO") for the
QKD protocol running on a noisy version of the perfect source. We can now simply use
standard techniques developed for the security proofs of QKD to show a linear lower bound
for this conditional entropy. In particular, source purification can be used for the source
state 0. In Appendix B.1, we show how one can modify the security proof for BB84 based

on entropy accumulation to get the following bound.

Theorem 4.3. Suppose Alice uses the output of the source test (Protocol 4.2), with error
threshold € and any imperfect source as its input, as her source for the BB84 protocol. Let
d >0 and assume that h(e+9) < % Then, for

\/_exp( 2(n<i_22) ) (4.25)

2 —262“ " 4.26
D= S\ P (AT (4.26)

(9We also need to condition on the QKD protocol not aborting. We do this in Appendix B.1
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and € > 0, we have the following lower bound on the smooth min-entropy for the raw key

produced during the BBS84 protocol

HEpa"'e (XS’E@?@?T)‘E‘QKD@)IQ’\T"

min

> n((1-2u)log(2) - h(e) — p(1-1og(2)) - V/2h(e +6))

1 € Vv 1
- 2In(2) + 2log ——— (—) - 1 1
ﬁ(“ n(2) + 2log 5 Ty 90\ 5 ) ,/r(eﬂs)(ngrﬁ(mw)—zegj )
91(5: €pa) (e)
-——= "V -log|T|-3 — 4.27
NG glT1=3g0| 3 (4.27)

where V := % log =€ + 21log (1 +2|X[?), Pry(QQAY") is the probability of the event QAY" for
the state ®gxp(p) and it is assumed that Pr;(QQ A Y") > 26‘;”(5), go(z) = =log(1 - V1-22%)
and gi(z,y) = —log(1l-V1-2?)-log(1-y?).

According to the Theorem above, the asymptotic key rate for the BB84 protocol using an
imperfect source is V\/2h(€ + §) lesser than a protocol, which uses a perfect source. There is
a lot of room to improve the analysis used for the Theorem above (given in Appendix B.1).

We use the simplest possible techniques to demonstrate a complete security proof.

4.4. Imperfect measurements

In our analysis above, we assumed that the measurements used in the source test
are perfect. It should be noted that if the source produces states at a rate r,, then the
measurement device is only used at an average rate -T-r,, which is much smaller than
rs. S0, the measurement devices have a much longer relaxation time than the source. As
such, it should be easier to create almost “perfect” measurement devices than it is to create

perfect sources.

In this section, we will show how measurement imperfections can also be incorporated
in our analysis. Let A(<e|y,z,,0,) 4, be the POVM element associated with the source
test passing, i.e., with measuring a relative weight less than ¢ with respect to the encoded
random bits given the choice of random subset 7, encoded random bits x.,, and basis choice
6. Informally speaking, in this subsection, we assume that this measurement measures

the relative weight with an error at most ¢, with high probability. To formally state our

OG)rf Pr;(QAY") < 2€gu, one can easily show that the secrecy condition for QKD is satisfied for a security

parameter greater than 2egu since this condition is weighted by the abort probability (Eq. 2.60).
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assumption, define

AT x;,0; A
PA;/’QA/ = ®VA;»9’L ( Z |CL,Y> (a7|A7) ® (VAZJOZ) (428)

iey aryw(ay)<etem 1€y

Pyt e g gy - P (4.29)

Y

to be the projectors on the subspace with relative weight at most € + ¢,,, and at least
€ + €, With respect to z, in the basis 6,. Here the parameter € is the same as the source
error threshold in the previous section and €, > 0 is a small parameter quantifying the
measurement device error. The projector FA’Z’% is the rotated version of projector ]3, which
was used for the measurement map in the previous section. In this section, we need to use
the rotated version because the real measurements in an implementation will depend on the

inputs v,z and 0,.

We assume that for some fixed small £ > 0 the measurement elements {A (< €|y, z.,,6,) A, a0,

)

satisfy the following for every collection of states {o, 20 s 0
28 it hdel

> . 0,) tr (A (< ey, 0,) ., PI 00D P <6 (4.30)
(%

Ly,

> (%)

Stated in words, we require that for any collection of states {Uﬁlﬂlz 0. Jy.z,0, With a relative
YIEYYY

weight larger than €+ ¢, (lying in the subspace corresponding to the projector pzfﬂ”’ew), the
probability that a weight lesser than e is measured is smaller than ¢ when averaged over
the choice of the random set v and z.,6,. Using this assumption on the measurements,
in Lemma 4.4 we will derive a smooth max-relative entropy bound similar to the one in
the previous section. The smoothing parameter of the relative entropy in this bound,
however, will depend on &, which in turn implies that the privacy amplification error of
the subsequent QKD protocol will be lower bounded by a function of £. It does not seem
that this dependence of the smoothing parameter on £ can be avoided. For example, if the
measurements measure a small weight for a set of large weight states and the source emits
those states, then they can be exploited by Eve to extract additional information during the
QKD protocol. It also seems that we cannot use some kind of joint test for the source and
measurement device (similar to Protocol 4.2) without an additional assumption to ensure
that the weight measured by the measurement device is almost correct, since the source can
always embed its information using an arbitrary unitary and the measurement can always

decode that information using the same unitary.
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[.I.D. measurements with error €/, or more generally measurements, which are guaranteed
to measure each input qubit correctly with probability at least (1 - €/,) independent of the
previous rounds (both these examples consider measurements which measure the qubits
A, in the provided basis 6, to produce the results Z, and then use these results to test if
w(z,®T,) < € or not), satisfy the above assumption for the choice of some ¢’ > 0, €, = €/, +0’
and & = e~2m8"” (using the Chernoff-Hoeffding bound).

Additionally, since we average over the random set + as well, it is possible to guar-
antee with high probability that for most test measurements the relaxation time of the
measurement, device is large. This should enable us to model a large and practical class of
measurements using these assumptions. We leave the details for the specific measurement

model for future work.

We will show that for measurements, which satisfy the above assumption the following
lemma holds. One can use this bound in place Lemma 4.2 to prove a smooth min-entropy
lower bound for the QKD protocol, similar to the previous section. Note that the following

proof builds on the proof of Lemma 4.2 and makes use of definitions used in that proof.

Lemma 4.4. Suppose that the measurements used for the source test {A (< €|y, z, GV)AW Y0,
satisfy the assumption in FEq. 4.30 with parameters €, and &. Let € be the

threshold of the source test, § € (0,1) a small parameter, and let ﬁ;gx+6)

(1 = 2(e + €n + 9))pxoa + 2(€¢ + € + §)pxo ® T4 where T4 is the completely mized
state on the register A. Let the event (), denote that the source test using the imperfect

measurements succeeds and let state p'pgn 4n denote the state produced by the source test
1 171

‘Qim
conditioned on passing. For this state, we have that

1
Pr,(Qm) - €2,

n
| (ﬁ;g;{”é)) Y <nh(e+epn+6) +2+1log

€f ’
Diritax (PX?@?AﬂQm

1
4§ (Pry(Qim) — €, - 4€)

+log (4.31)

where Pr,(Q;n,) is the probability of the event Qy, when the testing procedure is applied to
the state p, h(x) = —zlog(z) — (1 - x)log(1 — x) s the binary entropy function and €; =

261/2 [ e s _ (_ ng> )
\/Prp(Qim)—Egu +2 Pr,(Qim) fOT’ 6qu - \/§€Xp 2(n+2)m

Proof. For every z7*™ and 67, we define the following appropriately rotated versions of

the projector Hizm given by Theorem 4.1, so that we can compare the relative weight with
1
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the string 27*™ in the basis given by 67+.
Oy, T o7 Py b ey (1@ibi T
HAWn = Q) Vi HA,lﬁm (Vi) (4.32)
i=1

i=1

where the unitaries Vj:ﬁi are defined in Eq. 4.8. We use the state n from the previous section
(Eq. 4.13) to define the state

n+m n+m

prxn+m@n+mAn+m = ® VX @ A ’]’h'\Xﬂ+m®n+mAn+m ® VX @ A (433)
i=1 i=1
Using the distance bound proven in Eq. 4.14 and the definition of v in Eq. 4.9, we have

5 HpFX'ln-#m@;H—mA?Pm _ ﬁFX{L+m®’iL+mA'it+m H 1 S Egu

The conditional states ﬁ(Avn)m'mMm onem Of the state p above satisfy
1 1 1

H5|'Y»xn+m 9n+m ~(7) H5|'van+m 9n+m
An+m An+m|x§z+m6?+m An+m
+ +
vévz, 1H5|’Y T Vﬂciﬁz‘ T ~(7) sz 1H5|’Y o Vﬂffiﬁi t
= ® An+m @( Az ) pAn+m|xn+m9n+m ® An+m @ ( Az )
n+m
x’L? % 6'7 G)) 6|7 z4,0 T
= ® v HAn+m An+m|x?+m9'{z+m An+m ® (V )
n+m n+m

= ® le) ’ 1(427,)+m|xn+m6n+m ® (V‘Tw Z

~(7)

- pAn+m ‘xn+m9n+m

where we have used the definition of p%b)mmwmenm (Eq. 4.33) in the second equality, and
1 1

Eq. 4.12 for the fourth line.

We call the subnormalised state produced after performing the (imperfect) measurements
on the states prxp+mgn+m gn+m, conditioning on the event (2, and tracing over the registers
Xr and Or as pf. X Op An A Similarly, we let pf. X Op A A denote the subnormalised state

produced when this subnormalised map is applied to prxp+men+man+m. We have that

ﬁi‘Xf@fAf/\Qim - Z p(ﬁ)/)p(m’yae )|’7>$'y7 )<’Y,£B,y, 'y|®

v¥,25,05
S oy, 05) tra, (A (< dyay,60,) 5
y P \T~, Uy A, S €Y, Ty, Uy A, pA’YAﬂ{lanrmeva
LUy
<2 Z p(M)p(x5,05) |7, 25,05) (v, 75,05| ®
v,T5,05

0 DT,0
l Z p(.fE,y, trA (A (< 6|P)/7$'Y’9 )A z’Y ’Ypl(:l)A |x'il+m0'iz+mpjz ’Y)

l‘»y,
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Ty, 0ny ~ ALz .0
+ Y p(xy,0,) tra, (A (<ely,2q,0,) 4 P l' ’ ng)A |x?+m9?+mPZL” ”)]

Ty, 0~

<2 > p(v)p(as,05) [y, x5,05) (7, 25,05 ®

V,25,05

0y ~ A0
Z (2, 05) tra, ( (<ely,24,05) 4, P xw p,(al)Aa\x?me?*mPZ 7)

Ty, By

+ 2§ ir X007 Ar

where we have used the pinching inequality (see, for example | , Section 2.6.3]) in the

second line, defined the state ur Xp0:4; as the normalization of the state

Z p(V)p(x5,05) [y, v5,05) (7, 25,05| ®

v,25,05

A ey 0 ~ A 1|za,0
Z p(@y,0y) tra, (A (< e, 2y, 6)W)AV szgv WP‘(AWV)AﬂIng?WPXLM V)

Ty,0

and used

( S p(N)p(s.05) b, 0) (.0 &

775’37597

T8y ~ ALz~ ,0
¥ Py, 0) tra, (A (< ey, 2y.0,) **@@wmmm;q)

Ty, 0~
Ty, 0y ~ ALz~ .0
= 2 p(Np(a5,65) 3 pla, ) tr (A ey, 6,) 0 P RD, g P
"/71'7707 Ty by
o, ALlz~,0
—Zmemm>n@«m%ﬂu ”V(ZvaM&waﬁV)
Toy,0 S

<¢,

which follows from our assumption about the measurements (Eq. 4.30). Therefore, we have

ﬁ%Xf@fwAf/\Qim 2 Z p(fY)p(x'W 9 ) |7? x’w ) (77 33’77 9 | ®

7,235,057

3; 76 ~ DT ,9
Z p(x'Y7 V)trA (A(< €|’y’x"{79 )A ’Y VPEL;Y’Y)A’Ylm?‘Fme{VFmPA: ’Y)

Try,0
+ 28 irx 0 Ap

<2 Z p(/Y)p(xwe )|7,x'y, )(77$’y79 |®

s x’YvG’Y

177797 ~(7)
Z p(x,y, »y)trA ( pAW 7‘3771”7”91”7” +251”“FXf@fAf
Toy,0y

~(e+€em,)
<2Prx 6 a0+ 28HDX 00 A
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where the state 5(;;(;’61 ApnQ is the state produced when the perfect measurement is used to

measure A, and condition the state pr Xptm@ntm gnsm ON the event that the relative weight
of the measured results is lesser than € + ¢, from the string contained in X,. This is the
state, which was used in the previous section to derive the smooth max-relative entropy
bound. The only difference being that the threshold for the relative weight of the perfect
measurement in the last section was €. Thus, we can use the previously derived bound in
Eq. 4.20 for this state by simply replacing € with € + ¢,,,. Relabelling the remaining registers

between 1 and n, tracing over the I' register and using the Eq. 4.20, we get

~ ~(e+em)
P,X{leglA?AQim < QPX?Q?A?/\Q +28pixpopan
e+em n
< 6nh(e+5m+6)+1 (ﬁ_(ng +5)) + 2§NX{L9?A’1‘ (434)
where ﬁg?gx+5) = (1-2(e+€n+0))pxoa+2(€+6€m+0)pxe ®Ta. As before using the data

processing inequality, we have
1
2

Once again following the argument in Lemma A.14, the conditional states satisfy

<é . (4.35)

‘1_ au

/ ~/
PXrerAnaQim ~ PX1OT AT AQ,

1

2

s
2eq,

. < m (436)

/ _
pX{Le’f’A?‘le pX{Le?A?‘le

for Pr,(im) = tr (pr{LO?A;lAQim)’ defined as the probability that the Protocol 4.2 does not

abort with the imperfect measurements and

enh(etem+d)+1 (A(€+€m+5))®n 45 Hxperar (437)

PXrem AT |Qim Pry(Quy) X604 Pr;(Qm) 2

where Pr;(Qiy) = tr (ﬁ’Xf@? A’fAQim)' For 0 < pu < 1, the hypothesis testing relative entropy
[ | is defined as

Di(pllo) := —inf {logtr(cQ) : 0 < p@ < 1, and tr(pQ) >1}. (4.38)

Equivalently, using semidefinite programming duality (see [ ]) it can be shown that
Dy (pllo) = —sup {log(A=tr(Y)): Y >0,A >0, and A\p< o+ pY'} (4.39)
=inf {log A" —log(1-tr(Z)): Z>0,\" 20, and p< No+uZ}. (4.40)

Thus, Eq. 4.37 implies

|(ﬁg§gx+6))®n) <nh(e+é€,+0)+2+log

1
W ~r
D, (pr@?A’f|Qim P—rﬁ(Qim) (4.41)
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for p := ﬁéim). Using | , Theorem 5.11] (originally proven in | ]), this implies
that(®)
1

DYE(Pnonanian (DS DYOM) < nhe+ €y + 8) + 241 +1 4.42
Pxrer An|Qin, (pxeA ) ) n (6 € ) 0og Prﬁ(Qim) 0g ,u(l ~ ,u) ( )

Using the triangle inequality, we can state this in terms of the real state p,.gn AT

1140 RAm
Def / A(€et+€em+0) ®n A 5 241 1
maX(pX{l@?A?IQim”(pXGA ) ) <nh(e+en+0)+2+log o () — €
P m qu
1
+log (4.43)
4€(Prp(Qim) - Ggu - 4£)

1/2 €. . .
for e; := Prjé—im)_%u +2\/ (o~ Note that if & = exp(—€(m)), then the last term in
the bound above adds O(m) to the smooth max-relative entropy, so it cannot be chosen to
be too small (This seems to be an artifact of the bound in | , Theorem 5.11], and it
should be possible to improve this dependence). O

4.5. Discussion and future work

We demonstrated a general method to reduce the security of the BB84 protocol with
an imperfect source with source correlations to that of the BB84 protocol with an almost
perfect source. In order to minimise the rate loss and privacy amplification error, we used a
source test to test the output of the imperfect source before using it for the QKD protocol.
Theorem 4.3 gives a simple bound on the smooth min-entropy for the BB84 protocol which
uses the output of the source test. According to this bound, for a source error of e, the
rate of the QKD protocol decreases by O((elog+)¥/?) and the privacy amplification error
can be made arbitrarily small assuming perfect measurements are used for the source test.
With imperfect measurements, satisfying a very broad assumption, we showed that the rate
decrease is similar to the perfect case and the privacy amplification error depends on an error
parameter of the measurements. This error parameter too can be made arbitrarily small
under further reasonable physical assumptions, like independence of the measurement errors
or almost perfect behaviour given a sufficient relaxation time. We leave the details of such a
physical model and its relation to our assumption on the measurements for future work. It
should be noted that one could also place physical assumptions on the source, which would
guarantee that it passes the source test and hence imply security for the protocol. Further,

if the source can be guaranteed to pass the source test with a high probability (which can

6)The smoothing for D¢ (pllo) in | ] is defined using the trace distance instead of purified

distance, which we use here. It can, however, be verified that the proof there also works with purified

distance.
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be made arbitrarily close to 1), say 1 — €, then the source test need not even be performed

before the QKD protocol. The error €, can simply be added to the QKD security parameter.
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Chapter 5

Universal chain rules

5.1. Introduction

As mentioned in Chapter 1, we can decompose the von Neumann entropy of a large

system A7 given B into a sum of the entropies of its parts as:
H(A}|B), =) H(AAT™' B),. (5.1)
k=1

However, it is easy to demonstrate that a smooth min-entropy counterpart for this relation
cannot hold true. Mathematically, a relation of the following form cannot be valid for € in a
neighborhood of 0:

HW (A7), > Z Hi (AlATT'B), = nga(€) - k(e). (5:2)

min

where the functions g, g2, and k are dependent solely on € and |A| (the dimension of the A
registers, assumed to be constant in n) and are independent of n. Furthermore, g;(€) and
g2(€) are required to be small functions of €, meaning they are continuous and approach 0

as € tends to 0.

(A7|B), can-

not be lower bounded meaningfully in terms of the min-entropies of the approximation

The impossibility of a bound of the form in Eq. 5.2 implies that H

mln

chain states of p, since these approximation chain states can simply be states satisfying
Hpin (AR A¥1B) iy = (Ax|A¥1B), for every k. On the other hand, the von Neumann

entropy of a state can easily be bounded in terms of its approximation chain by using the

mll’l

continuity of the conditional von Neumann entropy | , | to modify Eq. 5.1 and

derive:

H(AYIB), > 3" H(AJAYB) 00 — nf(e) (5.3)
k=1



where f(€) = O (elog @) The absence of a comparable bound for the smooth min-entropy
severely limits us. As we will see in the next chapter, it is often useful to initially prove
novel results using von Neumann entropies before translating them into the corresponding
one-shot entropies. This approach separates the complexity of the problem into two distinct
phases. The impossibility of Eq. 5.2 prevents us from porting arguments based on the von

Neumann entropy into smooth min-entropy arguments.

There are multiple alternative definitions of the smooth min-entropy, which are equal to

the one we defined above up to a constant | , , |. One of these, is
the Hiﬂm min-entropy and its smoothed variant Hilfn, defined as:

H'. (AB), —sup{)\eR pap <€ ]lA®pB} (5.4)

Hyi (AB), = Sup H,,,(AIB); (5.5)

where the supremum is over all subnormalised states p4p which are e-close to the state p in

the purified distance. [ , Lemma 20] showed that this smooth min-entropy is equal
to HS, up to a constant:
HY (A318), - 0 (los - ) < HEf, (AL1B), < Higy (A115), (5:6)
One can now ask whether Hijfn satisfies a chain rule like Eq. 5.2, that is, does
HYGO(AYIB), 2 3 b (AAE B), - nga(e) - K(e), (5.7)
k=1

hold true for some g1, g, and k as in Eq. 5.27 Remarkably, we prove that this is indeed the
case. Establishing this in Theorem 5.7 is the first main result of this chapter. We call this
a universal chain rule for the smooth min-entropy to emphasise the fact that it is true and
meaningful for a constant € € (0,1) and an arbitrary n € N. This universal chain rule can be

viewed as a smoothed generalisation of the chain rule for H}. :

(An|B)P Z mln Ak|A’f_1B)p7 (58)

ITlHl

which is well known and fairly simple to prove | , Proposition 5.5]. The universal
chain rule in Eq. 5.7 is particularly interesting because it can be used to decompose the
smooth min-entropy (both H¢. and H'¢ ) into a sum of conditional entropies, which are

min min

equally strong.
We provide two proofs for this chain rule. We briefly describe the first proof technique
here, since it is simpler and we use it to prove the unstructured approximate entropy accumu-

lation theorem as well. For this we use the simple entropic triangle inequality (Lemma 3.6)
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which allows us to bound the smooth min-entropy of the state p in Eq. 5.7 with the min-

entropy of an auxiliary state o as

i (A71B), 2 Hunin (AT B)o = Dpax(pll0). (5.9)
Using the Generalised Golden-Thompson inequality | ], we identify a state oanp sat-
isfying
Don(pagalloay ) < ng(e) (5.10)
Hon(A7|B), 2 3. Y (A AL B), (5.11)
k=1

where D,, is the measured relative entropy and g¢(e€) is a small function of e. Selecting
an appropriate state o is the most non-trivial part of the proof. The bound in Eq. 5.10
can further be transformed into a smooth max-relative entropy bound using the substate
theorem (Theorem 2.26). Putting these bounds together into the triangle inequality yields

the universal chain rule.

The second major result in this chapter is an wunstructured approximate entropy ac-
cumulation theorem (Theorem 5.8). The entropy accumulation theorem (EAT) can only
be used for states panpnp satisfying the Markov chain Af™' < Bi™'E « By for every
k € [n], which are produced by applying maps M, : Ry_; - Ay By Ry sequentially so that
parprE = trg, © M, o OMl(pg)O)E). In Theorem 5.8, we significantly relax the conditions on
the structure of the state required to obtain an EAT like bound. We show that for any state

parprp With an approximation chain (a )i, such that for every 1 <k <n:

AFBFE
o) _ (k)
AkBkE N ( Ak lB{HERk) (5.12)
~ (k)
Ak-1Br-1ER,
of the previous registers(l), we have the bound

for some state & and a channel NV}, : R, — A, B;, which samples Bj, independent

HOC™) (AnBrE), > >y inf H(AWBeR) gy ~ nO(e'?) - 0( ! ) (5.13)

H i 5/12
k=1“RiBy € /

where the infimum is over all states wp, z and O hides logarithmic factors in 1/e. This bound
holds irrespective of the process which produces the state. In fact, the central motivation
behind proving this theorem was using it to prove the security of parallel DIQKD. We do
this in the next chapter. The proof approach for this theorem is very similar to that of
Theorem 5.7.

O Two points are worth noting. First, this condition is typically satisfied in applications of EAT. Second,
if one strengthens the Markov chain condition for EAT, such that the Markov chain A¥~! <+ B¥1E « By

holds for all inputs to the channels My, then this seems to reduce to the independence condition used here.
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5.1.1. Key lemmas and theorems

As stated above, the entropic triangle inequalities proven in Lemma 3.5 and 3.6 serve
as key tools for our proofs. The quantum substate theorem stated in Sec. 2.5 is one of the
major results used to bound the smooth max-relative entropy in this chapter. We use the

following form of the theorem here:

D, 1 1
DYe (pllo) < (pllr) + + log
€

max ]__E

(5.14)

where p and ¢ are normalised states and € € (0,1). Usually, this bound is stated with the
relative entropy D(pl||o) on the right-hand side. However, as we discuss in Sec. 2.5, we can

strengthen this to D,,.

In addition to the quantum substate theorem, the following generalisation of the Golden-
Thompson (GT) inequality is another major result enabling the proof approach used in this

chapter.

Theorem 5.1 (Generalised Golden-Thompson (GT) Inequality | |). For a collection

of Hermitian matrices {Hy}}_,, we have

trexp (Z Hk) < [ dtfo(t) tr (eH’ne%Hn—l... ot Ha oy g 25 Hy eb;’tH"’l) (5.15)
k=1 e

where By(t) = 5 (cosh(nt) + 1)1 is a probability density function.

Proof. Using [ , Corollary 3.3], we have

log (5.16)

2 1+t
Hexp( e Hk)
k=1 2

51
exp (Z in)
k=1

< [T atsy)n
< [ dinoytog

2

Expanding the norm gives

1 n &0 1 i i +it +i
2 logtr (eXp (Z Hk)) S [ dtﬁo(ﬂﬁ log tr (eHne%H"’l---e%HZeHlel2 tHQ-“GIQtanl) )
k=1 B

(5.17)

Using the concavity and monotonicity of log, we get the statement in the Theorem. 0

The GT inequality above is often used in conjunction with the following variational

expressions for the relative entropies. This is also the case in this chapter.
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Lemma 5.2 (| , ). For a normalised state p and a positive operator @), the

following variational forms hold true'®:
D(p||Q) =sup {tr(plogw) + 1 —trexp(log @ + logw)} (5.18)
w>0
D, (p)|Q) = sup {tr(plogw) +1 - tr(Qw)} . (5.19)

We will also use the following lemma, which is a quantum generalisation of the fact that
if two probability distributions pap and g4p are close to each other, then the probability

distributions p4p and ppgap are also close to each other.

Lemma 5.3. For a normalised state pap and a subnormalised state pap such that

P(pap, pag) < €, the state nap = pp 5 basig pd> (75!

inverse) satisfies P(pap,nag) < (V2 + 1)e. Note that if pp is full rank, then ng = pg.

is the Moore-Penrose pseudo-

2

Proof. Note that since pap is normalised, we have F'(pap,pap) > 1 - €2 Let |p) pr be

an arbitrary purification of gsp. Observe that the pure state |n) := p}19/2ﬁ31/2 |P) apg s a

purification of np.

Let |5) spr = Xi V/Di [ui) g ® [v3) 4 p Where all p; > 0 be the Schmidt decomposition of papgr.
This implies pp = ¥; Pi|u;) (us]| 5. Then, using Uhlmann’s theorem | , Theorem 3.22],

we have

F(pag,nap) > |{pn)

2
1/2 ~-1/2
= [(Aloi* 5517

- e (4755 )

= Jer (03237

> F(pg,pp)*
> (1-¢?)?
>1-2€

where we have used the relation between the pretty good fidelity and fidelity | , Eq.
44] for the first inequality and the fact that F(pg, pp) > F(pap, pap). Further, we have

P(papsnag) =1 - Fu(pap,nap)

(2)log and exp are required to have base e for this lemma.
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<\/1-F(pap,nan)
< \/56.

Using the triangle inequality, we get

P(pap.nag) < P(pap,pas) + P(pap,naB)

<(V2+1)e

5.2. A universal chain rule for smooth min-entropy

In this section, we will prove the universal chain rule for H*¢ . Specifically, we will show

min*
that for a state parp,
n

Hl,g1(€)(Avlz|B)p > Z Hl,e

min min
k=1

(Arl AT B), = nga(e) = k(e), (5.20)

where ¢g; and g9 are small functions of € (g; and g, are continuous and tend to 0 as € - 0)
and k is a general function of e. It should be noted that these functions may depend on |A|,
which is the size of the individual registers Ax. We begin by sketching the proof of such a
chain rule in the classical case first. This will be beneficial for understanding the challenges
that need to be solved in order to prove the statement in the quantum case. We will then
generalise this proof to the quantum case. In Sec. 5.4, we provide an alternate proof for this

chain rule.
5.2.1. Proof sketch for classical distributions

Consider the probability distribution parp. We will sketch a proof for a chain rule of the
form in Eq. 5.20 for p = p. Let us first broadly describe the proof strategy. We will identify

an auxiliary distribution pff;g), such that

DB (pagsllpi)) < nga(e) + k(e) and (5.21)

(Ax]AY1B), (5.22)

min

Hmin(A?|B)p(aux) Z Z Hl7€
k=1

where g1, g2 and k are as in Eq. 5.20. Then, we can simply use the entropic triangle inequality
to show that

HI (ALB)p 2 Huin (A71B) o = DS (0 ll5) (5.23)
> 3 Hyt (A AT B), = nga(e) - k(e). (5.24)
k=1
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p(a“X) Will be defined using the distributions which achieve H)¢ (Ay|A¥1B),. For k € [n],
let q  be the distribution, such that

1 k
5 |Pass - q,(4’;)B ’1 <e (5.25)
Hy (AR AT B), = Hby (A AT B) g (5.26)
It is easy to show that we also have
! (k)
5 HpA’fB _pAlflequ‘Allc—lBul < 2e. (527>

We can define an auxiliary distribution as qarp = pg [Tj- q(k) For this distribution,

Ak|AIf_lB
the conditional min-entropy satisfies (Eq. 2.35),

mln(Ak|Ak IB)Q mln(Ak’Ak 1B)q(k) H;fn(Ak’A’filB)p (528)
for every k since gy, Ak-1p = qi )| Jreyes Further, we can bound the min-entropy for this

distribution as desired in Eq. 5.22 as

min

mln(An|B)q 2 Hi (AﬁB)q 2 Z mln(Ak|Ak 1B)q (529)
k=1

Next, we need to ensure that the smooth max-divergence between p and ¢ is relatively small.
Our strategy will be to bound the relative entropy between these two distributions and use
the substate theorem to convert that to a bound for the smooth max-divergence. We expect

to be able to use the following chain rule for the relative entropy

D(pA’fBHQA’fB) = D(pA‘f’lBHQA’f*lB) + D(pAIfB”pA‘f’lBQAHA‘f’lB) (5.30)

to prove that the relative entropy distance between panp and ganp is small. Using this

repeatedly along with the fact that qa,ak1B = qi&i)\Ak-lB’ gives us
1

D(parsllgans) = Z D(parpllpar- 1Bq1(4 )|Ak 15) (5.31)
k=1

If we could now show that each term inside the summation is some small function in €, g(e),
we could show that the D(panpl|lgarp) is bounded by ng(e). Eq. 5.27 shows that the two
distributions in each of the terms are close to each other. However, the relative entropy be-

tween them need not be small or even bounded, since it could be that p x5 K Dp AB-1 quﬁ Ak-1g
1

(k)
Ak|Alf71B
amount. This is done by mixing these distributions with the uniform distribution wuy4, to

To circumvent this technicality, we need to massage the distributions ¢ by a small

produce the distributions

f4’“>|Ak =1 5)qﬁf)‘A,f,1B + Oy, (5.32)
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For these distributions, we can show that (Lemma C.3)

1 (k)
S [Pass = parsr) ] <2640 (5.33)
and
k
D(patsllpag 5y | s ) < 2(€:0) (5.34)

where z(¢,0) = O ((e +9)log %). Note that z(¢e,d) can be made O <elog @) for 6 = e. Instead

(k)
Ak‘AIf_lB
the same argument as above to bound the relative entropy between panp and rarp. This

of using ¢ APB a8 the auxiliary distribution, we can use r AnB = PB [Ti, 7 We can use

gives us

D(pagsllras) = 3, Dpassllpag157 i)
k=1

<nz(e,9). (5.35)

Let = z(e, 5)1/3, then using the substate theorem, we have

1 1
Diax(papsllrayp) <np+ 2 +log =z
Using the entropic triangle inequality, we get
" " 1 1
mln(A |B)P ZHI‘HIH(A |B) n:u_ﬁ -lo 1_,U2
> 3 H (A AFB), —np— = —log ——
Pt mm M2 1— ,U
> Zn: (ALl AYB) o —np - i ~log —— L
i1 Honn ! 1 L—p
n o1 1 1
= Z mln(Ak|A B)P -np-— - lOg
k=1 G 1—p?
where in the third line, we use the quasi-concavity of H'. | , Pg 73].

Thus, we have proven a chain rule for Hiqfn of the desired form in the classical case. The

primary challenge in generalizing this approach to the quantum setting lies in defining the

auxiliary state. In the classical case, we could use the product of (suitably massaged) condi-

(k)
AlAF1B

generalisation of such a distribution is not unique. Moreover, such generalisations are all

tional distributions ¢ to define the auxiliary distribution r4»p. However, the quantum
quite difficult to manipulate. A closely related problem is that we need to be able to prove a
relative entropy bound similar to that in Eq. 5.35 for the auxiliary state. This also turns out
to be quite challenging, especially because the quantum chain rules | , Theorem 4.1

and Proposition F.1] for the relative entropy do not yield something as simple and convenient
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as Eq. 5.30. We solve both of these problems indirectly. We will use a simple relative en-
tropy bound between the state parp and an unwieldy, yet simple exponential generalisation
of the auxiliary probability distribution used above. Then, in order to convert this bound
to a (measured) relative entropy bound between the state panp and a simpler and more
convenient auxiliary state, we employ the Generalised GT inequality (Lemma 5.4). Through
this approach, we are able to delegate the pesky question of the correct generalisation of the

auxiliary state to the GT inequality.
5.2.2. Proof for the quantum case

The following lemma uses the GT inequality as described above to create a generalisation
of the auxiliary state used in the classical proof and also prove a measured relative entropy

bound between the original state and this auxiliary state.

Lemma 5.4. Suppose parp is a normalised state and for 1 <k < n the normalised states

~(k)

Pyig are full rank and satisfy
1

D (papsllrfily) < (5.36)

).

for some € >0. Let p( := pg for notational simplicity. Then, the subnormalised state'®

own= [ as T (707 (52) 7 | TL|G) ™ (00)
(5.37)

1-it

f dtBo(t) pB (,0531)) (P,(axll)B) (P,(ai)B) (pr)B) (pixnn)lB)_ 2

e () T ()T (02) T ()T () T L 6a)

1s such that

Dm(pA{LB”UA’fB) < ne. (539)
Further, the partial states of o are

1-1it _ 1—1t 0 1+t 1+t

2 _(i+1 2 (k 1 2 (i 2

ris= [ dwomn[( ) (7#0) ]p;,zB 1l [( o) (,) ]
=k-1

J (5.40)
- [T ()T (8) ()T ()T - ()

G)n the following and throughout this chapter, the product notation H?zoMj represents the operator
product MoM;---Mj and the notation H?=k,Mj represents the operator product My My_1---My.
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1+1t

P00 () (02) 7 (02e) T (0) T ()

(5.41)
Hence, op = pg, and o is normalised.
Proof. Our approach here is broadly based on the proof of | , Theorem 4.1]. Define
the positive operator®
Qanp = exp (Z (logpAkB - logpAk 1B) + long) . (5.42)
k=1

Note that if all the operators above commuted, () ATB (and also o An p) would be the probabil-

~(n) —(n-1) =(1)
An|Ar1BP A,y ar2p " PayBPB:

relative entropy, the best quantum generalisation of the above conditional distributions turns

ity distribution p As is often times the case with the quantum

out to be an exponential®. For this operator, we have
D(PA{’B”QA’;B) =tr (PA”B (log PAYB — log QA"B))

=trpays (log parp = Z (log p;ZB log p;k) 13) - log pB)

M3

tr (pA{LB(IngA’fB logp;k)B)) Ztr(AnB(logpAk g~ logpik) 13))

o
1l
—_

M=

—(k —(k
D(pAlanpg,;B) = D(pa 574 )

bl
1l
—_

M=

bl
I

IN
S

€ (5.43)

where in the second last line, we have used the fact that the relative entropy of two normalised
states is positive and in the last line, we have used the bound in Eq. 5.36. Next, by using

the variational expression for the relative entropy (Eq. 5.18), we see that

ne > D(pargl|Qarp)

= sup {tr(pA;LBlogwA?B)+1—trexp(2(logpAkB—logpAk 1B)+log,oB+logcuA?B)}.

wanp>0 k=1

(5.44)

(4 )By restricting ourselves to strictly positive operators p;k)B,
well-defined.
(5)Classically, we have that D(Pag||@ap) - D(P4l|Q4) = D(PaBl|PAaQp|a). Quantumly, this equation

is directly best generalised as D(paglloas) — D(pallca) = D(pag|lexp (logoap —logoa +logpa)). Though,

we ensure that this expression is always

this is not very useful on its own.
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The trace exponential above can be bounded using the Generalised GT inequality (Theo-
rem 5.1) as

trexp (kzl (logpAkB logpAk 13) +log pp +10gwA?B)

1-it

f dtﬁo(t)tr(wAnB Py (pg)) (pfffB) (pfffB) (pfz)B) S (e
Al () () () ()T () )

- [ T[] [0 () %))

=tr (wA?BUA?B) (5.45)

for the state o defined in the statement of the lemma. Plugging the bound above into
Eq. 5.44, we get

ne > D(pargl|Qarp)

> sup {tr(pA;LB logwarp) +1-tr (wAiLBaA?B)}
wA'tl‘LB>0

:Dm(pA;‘B|’UA7fB)- (546)
O]

We use the following theorem and its corollary to bound the relative entropy between

two states which are close to each other and have a bounded max-relative entropy.

Theorem 5.5 ( | , Theorem 4]). For two normalised quantum states p and o, and
d € (0,1], we have

D(pl(1~6)0 +5p) < 1 |o-ol,Toa + (5.47)
Corollary 5.6. Suppose two normalised quantum states pap and oap are such that
lpas-asl, < e (5.43)
for e€[0,1] and
0TA® pp < OAB (5.49)

where 6 € (0,1) and T4 is the completely mized state on register A. Then,

IAI2

D(paslloas) < log (5.50)

1-6/|A)?
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Proof. Note that

J

WPAB <0TA® PR <TAB.

So, we can write o as

5\, s
O'AB:(l—W)O'AB-FWpAB (551)

for some normalised quantum state o’y ;. For this state, we have

| , 1 1 5
§HPAB—0ABH1:§ pAB_TA/MZ(UAB_WpAB) 1
1 1 1) )
:§T/|A|2 pAB_WpAB_(UAB_WPAB) 1
&
T 1-0/|AF

Using Theorem 5.5, we have that
1 : AP
D(paslloas) < 5 lpas = oipl log =
< € o |A|?
S1-g/|AR % 5

O

Now we are ready to state and prove the universal chain rule for the smooth min-entropy

for quantum states.

Theorem 5.7. For a normalised quantum state panp such that for all k € [n] the dimension
2\1/3 1/3
|Ax| = |A], and € € (0,1) such that pu = (Jﬁlog %) =0 ((elog @) ) lies in (0,1), we

have the chain rule

” 1 1 2 1
H¢7.2M+5/2 A" BY. > 2 :H%_E/Q A, 1AF1BY - _ -1 -1 (— ) 5.92
min ( 1| )P = &= min ( k| 1 )P ny ILLZ 0g 1-— M2 0g M2 + 1= 1 ( )

Proof. Case 1: Let’s first consider states p A7 B which are full rank.

For every k € [n], define \;, := H¥5 (Ax|A%'B), and let the state 7" be such that®

min A’fB
P 70y < 5.53
(pAIfBHOAIch)—E ( : )
pfng <e My, ®ﬁf§,13. (5.54)

©)Since HY

min

(Ax|AY'B), may not exist. To
(Ax|AY'B),. However, for simplicity

is discontinuous, strictly speaking, states achieving H, Le

min
take this into account, we can consider \; to be arbitrarily close to H be

min

we assume that such states exist throughout this paper.
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~(k)

e to be normalised states, since

Without loss of generality, we will choose the states p

dividing p Ak » by a normalising factor IV <1 only decreases its purified distance from p and
leaves the operator inequality above invariant. Further, let 6 € (0,1) be a small parameter.

For every k € [n], we define the normalised states,

Py = (L= 0)pY, +07a, @ pai (5.55)

~(0)

where 74, is the completely mixed state on register Aj. Also, define pg’ := pp for notational

~(k )

convenience. Since, p Ak-1p 18 full rank, p,,/, are also full rank for all k.

For each k € [n], these states satisfy

0
_(k k
Y PE=L I Y L N |
<e+ 5 (5.56)
and
€+0 |A|2
D(passllPyy) < 7= SIAR 8 (5.57)
using Corollary 5.6. Let’s define the right-hand side above as
) Al?
0l | (5.58)

0):=
Z(€7 ) 1 5/|A|2
Note that this can be made small, say O(elog1/e), by choosing d = € for example.

Using Lemma 5.4, we have that the state o defined as

owai= T T[0T () ] 1 [6452) )

1-it

- [ atsoes” (p (1)) (p(All)B) (pffg) (pffz)B) - (P5)

_Lyit Ltit _ Lyit Lyt _Lbit g
/3(;31)3 (p(;n)lB) T (/55425)3) ’ (ﬁ,(fl)B) ’ (/3,(411)3) ’ ()51(5})) i Py (5.60)

is normalised and satisfies

Dy(panslloanp) <nz(e,0). (5.61)
Further,
1-it _1-it 0 1+it 1+it
G 2 (G) 2| AR Ge) ? [50) ) 2
o Lo 00 () 7 e ) ()
(5.62)
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for k € [n]. Using the substate theorem”, we have that for u = z(e,6)Y3 (we omit the
dependence of p on € and 6 for clarity)

Dy (panplloanp) +1 1
Dﬁlax(pA?BHO—A?B) < - 2 - + 10g D) (563)
Iz L-p
Cnp+ =+ log — (5.64)
np+— +1o . .
sSnp 02 81C 2
A simple application of the entropic triangle inequality in Lemma 3.6 gives us that
mm(An‘B)P 2 HmlH(An‘B)U - Dﬁlax(pA?BHO’A?B)
1 1
> Hyin(AT|B) s — npr — — —log
2 1—p?
1
! n
>Hm1n(Al|B)CT_ #2 Y 1_,u2
1
(5.65)

1
Z mln(Ak|Ak 18)0' N - — - lOg
G 1—p?

Where we have used the chain rule for H'. (Eq. 5.8). We will now show that ¢ is such that
min (AR AT B)5 > Hyf (Al AT B),.

InlIl

, Pg 73], we have

Using the quasi-concavity of H}. for p(*) [

Hyp (Al AT B) s 2 mln{ Hyi (Al AT B) s, Hpp (ARl AT lB)rAk@»pAle}

> min { Hy, (Axl AT B) j0, log |Al}

> Hyyo (AlATB) s
Therefore, we have that
Pty <€ La @5y, (5.66)

This implies that
~ O\ (o) 2w G () \ B
_(j+ _ _(ji+ _
ain= | dtﬁo(”“[( ) () e | 65) ()]
oo A

1+4t

G\ 2

Lt Lt
<e / dtﬂo(t)nl( ,(:])B) (pA{B ) ]]]_ ®pAk 15"
J
i Ltit

k-
> B2\ (o) 2] ey G\
covige [ dtﬁo(t)nl(ﬁjw) (#) ] S 11 [( il
i

j=0

0

(k) G+ * (50
H [( AJ;B) (p,Z{B
=k-1

5(7)
(pA{B

(M1t is quite remarkable that the substate theorem works with a D,, bound and the generalised GT

inequality only yields a D,, bound. All our proofs exploit this fact. Whether it is an incredible coincidence

or an indication of the tightness of these bounds: you decide.
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= e M 1Ak ®UAlf-1B.

L (AARIBY), > N\ = HYS (Ag|AF1B),. Plugging this bound in

min

Or, equivalently that H.
Eq. 5.65, we get

min

1

. _ 1
Hi W (AT]B), 2 Z Hyt (A AV B) =y - g5 (5.67)
Using Eq. 2.42, we can upper bound the left-hand side with H>*(A?|B) to derive

1 1 2 1
H:2(A7|B HYE (AJAY'B), —np - — —log —— ~ 1o ( ) £ 68
HECAI) 2 2 ML AL D)oo —log 7 lon (g + ) 09

Case 2: The above proves the Theorem for the case when p was full rank. If p was not full
rank, then for an arbitrary v € (0,1), the state Panp = (1 -v)paypp +vTanp, which has full

support, satisfies

1 1 2 1
12 n 1€ k-1
Hin (A71B) 2 kZ i (LAY B) = mpe = 75 = log 375 ~log (E 1o M) (5.69)

which implies that

+ v n JE— v _ 1 1 2 1
HY2# \/2_(A1|B)p X:Hl \/Z_(Ak|A’f 1B)p—nu——2—log1 2—10g(—+ )

min Pt min 1 _ qu 1-— U
(5.70)
for every v € (0,1). Unfortunately, since Hrlmn Is not continuous, we cannot use continuity to
claim the above for p itself. We can, however, simply choose v = <, which gives us
e ¢ 1 1 2 1
Hyit“P(A1B), 2 Z Hy P (A A B) = mp = — ~log = 1og(—2 + ) (5.71)
k= G - p? W l-p

o173
where p = z(e,0)1/3 = (1—§7|f4l2 log %) . To derive the bound in the Theorem, we make the

concrete choice ¢ = €. O

5.3. Unstructured approximate entropy accumulation

In this section, we develop another approximate version of the entropy accumulation
theorem (EAT) in Theorem 5.8. We show that for any state PARBIE whose partial states
Pakprp Can be e-approximated as the output of channels M,j, which sample the side
information By, independent of the previous registers A¥~*B¥!F we can recover a statement
similar to EAT®). Crucially, Theorem 5.8 does not require parpre be produced by a
structured process like EAT (Fig. 2.1); the state may even be produced by a completely
parallel process. In fact, our central motivation to develop this theorem was to prove the
security of parallel device-independent QKD. We do this in the next chapter. For this

(®)This seems to be equivalent to requiring that all outputs of the channel My satisfy A’f‘l - Bf‘lE >
By, (see Appendix C.3).
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reason, we call this theorem the unstructured approximate EAT.

We also proved an approximate entropy accumulation theorem in Theorem 3.12. The
key difference between these two theorems lies in their applicability: Theorem 3.12 applies
only to states p produced by a sequential process of the same structure as the original EAT
(Fig. 3.2), while Theorem 5.8 can be applied to states generated by a completely unstructured
or parallel process. Furthermore, Theorem 3.12 considers approximation at the level of
channels. Specifically, it considers the diamond norm approximation of the channels M,
producing the output state p in Fig. 3.2 by nicer channels M, which satisfy certain Markov
chain conditions. This is a strong approximation condition, since it requires the outputs of
M, and M, to be approximately equal for all input states. In contrast, in Theorem 5.8,
we only need the trace distance between p AEBE R and the output of My to be small for a
single input state. We pay the price for these weaker conditions in terms of a much stronger
condition on the side information produced by the approximation channels. Additionally, the
smoothing parameter in Theorem 5.8 depends on the approximation parameter ¢ and cannot
be made arbitrarily small. In comparison, the smoothing parameter for the smooth min-
entropy in Theorem 3.12 is independent of the approximation parameter and can be chosen
arbitrarily small. Consequently, in its current form, Theorem 5.8 may have limited utility in
cryptographic scenarios where experimental noise or imperfections need to be accounted for,
as cryptographic protocols typically require the smoothing parameter to be independent of
the noise parameters. Under an analysis using Theorem 5.8, however, the noise parameters
would determine the approximation parameter and hence the smoothing parameter. We
discuss the possibility of improving this theorem to decouple these parameters in Sec. 5.3.2.
Nonetheless, Theorem 5.8 is a valuable theoretical tool in scenarios where the approximation
parameter can be made arbitrarily small, as we will demonstrate in the security analysis of
parallel DIQKD in the next chapter. We state the unstructured approximate EAT as the

following theorem.

Theorem 5.8. Let € € (0,1) and for every k € [n] the registers Ay and By be such that
|Ax| = |A| and |By| = |B|. Suppose, the state panprp is such that for every k € [n], there exists
a channel My, : Ry, - A By, such that for all inputs Xg, ,

tra, 0 My, (Xg,) = tr(X)0% (5.72)
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for some state 953]1) ) and a state pkaBBk_lERk for which

HpAkB’“E Mk(p;kkol)Bk—lERk)H <€ (5.73)

13
Then, as long as i := (1_:/1(‘61“;')2 log |A|2‘B‘2) = O( 1/6 (log Al ‘BP) ) lies in (0,1), we have

the following lower bound for the smooth min-entropy of p:

n

H"e (AY|BYE), > Z inf H(Ag| By Ri) g () — 3n/plog (1 + 2| Al)

mm k=1“Ry Ry,
_ log(1+2[A
A (2
Vi p?
where the infimum is over all the input states wgp p to the channel My and gi(z,y) =

—log(1-+1-22)—log(1-1y?).

1 4
(e ,M)) (5.74)

The proof of this theorem follows almost the same approach as that of Theorem 5.7.
The major difference being that here we use the stronger triangle inequality (Lemma 3.5) to
bound the smooth min-entropy with the a-Rényi conditional entropy of an auxiliary state.
We then use the chain rule for these entropies along with the independence conditions on

By, to derive the lower bound above similar to | .

Proof. Case 1: First let’s consider states parpn, which have full rank. Let v € (0,1) be an

arbitrarily chosen small parameter. For every k € [n], define the states

~(k k
pA(AkOBBk IER - (1 V)p;kol)Bk IER + VTAk lBk IERk (575)
~(k (k0
We make this modification to p(’“) states so that ,0( ), s full rtank. For each k these

Ar-1B-1E
states satisfy
~(k)

‘ 1

) % HpAlfoE ~(-r) My (p(:’“OEBk LER, ) —v My (TA’f*lB{“*lERk)

(PX? 1 pk- 1ERk) ‘ v

<e+v. (5.77)

Now, for each k, we define the states

(k0) 12 (39 )‘1/2 (k,0) (3 )‘1/ e (5.78)

Wak-ipk-ip, g = Pk pheip \Pak-1gi-1p A1 B R B \P a1 1 ARIBELE

O)This condition can be relaxed to requiring channels My, such that for all input states o AM1BR1ER,
the output state My, (o) satisfies the Markov chain condition A¥~! «<» B¥"1E « B;. This condition seems
to imply the independence condition used in the theorem (see Appendix C.3).
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(k) . 1/2 = (k) /2 2y (k) 12
AIfB{CE L pAlf—lBllc—lE (pAllc—lBig_lE) pAlch{cE ( Allc—lBic—lE) Alf_le_lE (579)

- M, (w(’“” ) . (5.80)

AVIBM-IRLE

W

=(k)

Since, we defined p’;", o, . to be full rank, we have that
1 1

k
willc)—lB{s:—lE = pAIf_le_lE' (581)
Using Lemma 5.3, we have that

1 “ _,®
o |PAYBYE ~ YakprE

‘1 <(V2+ 1)P(PA'foEa5AIfoE)
<(V2+1)y/2(e+v)
<de+v. (5.82)
Let ¢ € (0,1) be a small parameter (to be set equal to € later). Finally, for every k € [n], we
define the states

—(k k
p;,f)BfE =(1- 5)@1,;3@ + 0745, ® Pat-ipiip (5.83)
k k
=(1- 6)wi1,f)BfE + 0745, ® wilf),le,lE (5.84)

where 74, g, is the completely mixed state on the registers A, and Bj. Also, define ﬁg)) = pE.

Let Ay : Ry - A By be the map which traces out the register Ry and simply outputs 74, ,
and let M := (1-6) M, +6A;. Then, we have that

_(k k k
'O(A’f)BfE =(1- 5>w,(4’f)BfE + 0T, ® wix’f)-lB{v-lE
_ (k,0)
= ((1=6) My, +6Ay) (wA,f_le_leE)

= Mj (w2 ). (5.85)

AVIBMIRLE
We also have that

i
o |ParprE ~ PATBYE

‘1 <A/erv 4. (5.86)

Using Corollary 5.6, this gives us

Do el ) < T i log A (5.87)
We define the above bound as z(e + v,d). Once again, using Lemma 5.4 (for Ay < Ay Bk,
B« FE and ﬁf]f)B « ,BX? B ) we have that auxiliary state
UAYBME
o0 n-1 1t it 0 _lsit Leit
a0 1) 6520 ¥ e 11 [0 ()

(5.88)
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1-it

/ dtﬂo(t)PE ( (1)> (pfélll)BlE)l (Pfl)BlE)_l_Qit ('51(422)B2E)1_2“ (Pfﬂ)an 1E)_ s

e (K)o (0) T (0%5) " (85) T (A0) T o

(5.89)
is a normalised state satisfying
Dm(pAT’B{LEHO—A?B{LE) S?’LZ(E+I/, 5) (590)
and
O AkBrE
o 1—2it Get) _1—2it " 0 e _1+2it 0 14;‘15
J ~(j+ f J+ ~(j
= [ @ttt H [( o) (Pnke) ] Patstn’ 1;[[( ) (Meie) ]
(5.91)
o V7 (o0 ) 7 k0
—(j+
(f dtfo(t) E)[( IZJBHE) (p,:{B{E) ] WAk-1 gl gy
0 ( 1) _1J;it () 1;it
+ —
H [( AJJB]E) (pAJ{B{E) ]) (5.92)
j=k-
Let o%) be the input state for Mi above, so that

A1Br1RLE

Ak-1Br-lRLE

Let’s define p := z(e + v,0)Y/3. Using the substate theorem (Theorem 2.26), we get the

following bound from the above relative entropy bound

1 1
Dﬁlax(PA?B;LE||UA;LB;LE) Snp+— + log ——
o

. 94
" (5.94)

Let €’ € (0,1) be an arbitrary small parameter such that ¢’ + <1 and let o € (1,2]. We can

now use the entropic triangle inequality in Lemma 3.5 to derive

+e’ n| pPn ] n| RN o 1 Q 1 I
HE (A1BLE), 2 ALABL B, ~ = — (G +alog s+ an(e)) - (595)

Moreover, using Eq. 5.92, we can show that By is independent of A¥!'BY¥'F in 0. For
(k,0)

A,f_le_leE), we have

Oqr-iphp = a, o Mi(o

0 pi-ipip = (1-8) tra, o Mk(ai";?ﬁBf,leE) +67p, ® afg?EBf,lE (5.96)
= ((1 —5)«921) +57—Bk) ®UA11671B§71E. (597)
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In particular, we have that o satisfies the Markov chain A1 < B¥!E « B,. So, we can
use | , Corollary 3.5] to show that for every k € [n]
H'(A¥BYE), > H (A B 'E), + inf H*(Ak|BkRk)Ma(w)
“Rp Ry,

LAY BB, + inf HY(AR|BrBi) m, ) (5.98)

YRy Ry,

where we use the quasi-concavity of H}, [ , Pg 73] in the second line. Consecutively

using this bound in Eq. 5.95 gives us

3

v/ anl Dn « 1 « 1
HYC(AV|BYE), > Z inf Y (Ag| B Ri) iy (0) ni — (—+alog 2 +gl(e,u))

e k=1 YRy Ry, -1 a-1 1-

> Z inf H(Ag|BrRy) pmy () — n(e = 1) log®(1 + 2| A|) - —n,u
k=1“Ry. Ry, 1
1 o 1
N / )
— l(u +alog — M2+gl(€7u)
where in the second line we have used | , Lemma B.9] which is valid as long as

a<1+1/log(1+2|A]). Lastly, we choose o =1+ and use a < 2 as an upper bound

SR/
log(1+2|A|)
to derive

n

HME (AY|BYE), > Z inf H (Ag| By Ri) py () — 30/ log (1 + 2| Al)

mn k=1“Ry Ry,
2|A

_ log(1+2] |)( +92log

VI p? 1-

where y = z(€ +v,8)/3. The above bound holds true for all v > 0. Therefore, it also holds

1 A
(€, M)) (5.99)

for v = 0. To derive the bound in the theorem statement, we fix § = e.

Case 2: If pnprp were not full rank then we can always select a full rank state p’A? BrE
e-close to p, which would satisfy Eq. 5.73 and hence the above inequality with € - € + €.
Now we can take ¢ - 0 and use the continuity of H;, to arrive at the above bound for such
p- U

5.3.1. Testing for unstructured approximate EAT

We incorporate testing into the approximate EAT proven above. We begin by defining
the testing channels 7;. These channels measure the outputs A, and By of the state p and
output a result Xy based on these measurements. Concretely, for every k € [n] the channel
T A By, = A, B X}, is of the form

Te(wa,s,) = Y 0 @115 wa, 5,11 © I1Y) ® [2(a,b)) {x(a,b), (5.100)
a,b
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where {Hffk)}a and {Hg)Z}b are orthogonal projectors and x(+) is some deterministic function

which uses the measurements a and b to create the output register Xj.

Next we define the min-tradeoff functions. We consider n channels Ny for k € [n] and
assume that the registers Xj, which consist of the result of the testing channels 7, are
isomorphic, that is, X = X for all k. Let IP be the set of probability distributions over the
alphabet of X registers. Let R be any register isomorphic to Ry. For a probability ¢ € P and
a channel N, : R, — A, By, we define the set

Y(qINg) ={va,B.x.r = Tr o Np(wr,r) : for a state wg, g such that vy, =q}. (5.101)

Definition 5.9. A function f : P — R is called a min-tradeoff function for the channels
{Ni}i, if for every k and q € P, it satisfies

< inf  H(ABR),. 5.102
f(q) L (Ax|BrR) ( )

We now state the unstructured approximate EAT with testing.

Theorem 5.10. Let € € (0,1) and for every k € [n], the registers Ay and By be such that
|Ax| = |A] and |By| = |B|. Suppose, the state panpnxnp is such that
(1) The registers X7 can be recreated by applying the testing maps to the registers A}
and By, that is,

PARBRXTE = Tno-o ﬂ(PAgLBfE) (5.103)

2) For every k € [n], there exists a channel My : R, - ApBy and a state 0% such that
By

trx, oTp o My = My, (5.104)
tra, oMyg(Xg,) = tr(X)Qg;) for all operators Xp, (5.105)
and a state p&°) for which

pA'flefflERk

~(k,0) )

1

‘ 1

Then, for an event Q defined using X7, an affine min-tradeoff function f for {My}}_, such
that for every x7 € Q, f(freq(«?})) > h, we have

HY (AYBYE) g, 2 n(h = V(31 + 4e) — g2(2¢))

min

2 1
— + = 42log—— ' 5.107
Pr(Q)-p Ogl—u“gl(e’u)) (5:107)



where

o 8Je+2e |A||B|)”‘”’

= | 108
5 (1—e2/<|A||B|>2 %8 (5105
iW=2 Pr“&m (5.109)
Vi=log (1+2|A4]) +2[|Vf].] (5.110)

g1(z,y) = ~log(1 - V1-22) ~log(1-¢?) (5.111)
g2() :=x10gi+(1+x)log(1+x) (5.112)
and €' € (0,1) such that p' + ¢ < 1.
The proof for this is similar to that of Theorem 5.8. We provide it in Appendix C.4

5.3.2. Dependence of smoothing parameter on the approximation

parameter

It is evident that the smoothing parameter must depend on the approximation parameter,
€, for the unstructured approximate EAT in its current form. To illustrate this, consider
a distribution p4np where B = 1 with probability (1 -¢) and B = 0 otherwise. In this
distribution, A" is sampled uniformly at random from {0,1}" if B = 1, and otherwise set to

a constant string. For every k, this distribution satisfies

Parg Mo(e) A(par-1p) (5.113)

where A is a channel that disregards its input and uniformly samples a bit A,. Thus, this
distribution meets the requirements for the unstructured approximate EAT. However, for
this distribution, H¢, (A%|B), = n, but for any € < ¢/2, we have H¢. (A?|B), = O(log1/e).

This example demonstrates the necessity of the smoothing parameter’s dependence on e.

Nevertheless, it appears possible to decouple this dependence in certain interesting cases,
such as sequential DIQKD with leakage and parallel DIQKD. It seems that the smoothing
parameter’s dependence on € is required to remove the case of “correlated failure”. In the
aforementioned example, it is necessary to exclude the case where B = 0 and A} are perfectly
determined (highly correlated). Consider, however, the state pxrypappre produced in a
DIQKD protocol with imperfections or leakages (X7 and Y;* represent Alice and Bob’s

questions, A7 and B} their answers, and E the adversary’s register), where for each k

~ (k,0)
Pxpviatsie Me M (prflylkflAff*lefleE (5.114)
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for a channel M., which plays the CHSH game between Alice and Bob, as one would expect in
DIQKD with no leakage. We can use the unstructured EAT to prove that the entropy of the
answers with respect to the questions and F is large for such a state. Drawing an analogy with
the example distribution p above, we can deduce that the smoothing parameter must depend
on € to remove the case of correlated failure, whereby all the games fail together. However,
this can also be achieved through testing, similar to the approach adopted in | ].
By measuring the winning probability of the CHSH game on a random sample of games,
we can determine if it is sufficiently high. If so, we can conclude that the CHSH game
must have been played using “good” entangled quantum states between the two parties, and
an event of correlated failure must not have occurred. While some additional assumptions
may be required regarding the side information, this approach could potentially allow for
an arbitrary smoothing parameter in such cases. This is an interesting line of research to

pursue in the future.

5.4. Alternative proof for the universal chain rule

The proofs so far in this chapter have followed the approach of creating an auxiliary
state using certain conditional states, proving that this state has a small relative entropy
from the original state and reducing the original problem to a simpler one in terms of this
auxiliary state. This is also the general approach we followed in Chapter 3. In Sec. 3.3
we provide a simple and intuitive alternate proof technique that lower bounds the smooth
min-entropy for the classical approximately independent registers problem in an elementwise
fashion. We are now ready to generalise this proof. Here we use it to provide an alternative

proof of the universal chain rule for the smooth min-entropy.

5.4.1. Classical proof

We begin by once again first sketching the proof in the classical case. Recall that we
would like to prove that for a probability distribution pang,

(Ao AF1B), — nga(e) - k(e). (5.115)

min min

H(AYB), > Y HYS
k=1

Let A\, := HY (A]A¥1B),. Following Sec. 5.2.1, for k € [n], let qXZ)B be the distribution,
such that
1 *)
§HpA;fB—qA,fB’1 <e (5.116)
Hoia (A AT B)y = Ak = Hy (Arl AT B) o (5.117)
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Similar to Eq. 5.27, we also have that

1 k
b HpA’fB _pA’f’quik)‘Alf—lB |1 < 2e. (5.118)

Using Lemma 3.8, for every k € [n], we know that the set
By :={(a1,b) : p(afb) > (1+ V2)p(ak5)g® (arlat'b)}
= {(a1,6) : p(arlal b) > (1 + V2e)g™ (arlal'b)}

satisfies Pr,(By) < 3\/e. We can now define L = }.}'_; xp,, which is a random variable that
simply counts the number of bad sets By, an element (a},b) belongs to. Using the Markov
inequality, we have
E,[L 1

Pr[L>net]< @ < 3¢t

4 nei
We can define the bad set B := {(a?, b): L(al,b) > nei}. Then for the subnormalised distri-
bution parp defined as

pAT’B(a?rLL’ b) (a?v b) ¢ B

ﬁATfB(a?a b) = 5
else

we have P(panp,panp) < V/6¢1/8. Further, note that for every (a?,b) ¢ B, we have
p(a|p) = [Tp(arlai™, b)
k=1

= H p(ak|a]1€_1vb) H p(ak|a’1€_1ab)

k:(al,b)¢Bx k:(al,b)eBy

<(1+v2)" T]  ¢W(aklat0) T et

k:(a’,b)¢By, k:(a’,b)eBy,
<(1+vV2e)" J] e J[ st
k:(a’,b)¢By, k:(a’,b)eBy,

< (1 + /26)11 enel/4log|A| 12[67)\’“
k=1

where in the third line we have used the fact that if (a?,b) ¢ By, then p(ag|af~1b) < (1 +
V)¢ (ar|ak=1b) and if (a},b) € By, then p(aglab~1b) <1 < exp(log|A| - Ax) since A, <log]|A|.
In the last line we have used the fact that for (a},b) ¢ B, we have |{k € [n] : (a},b) € By}| =

L(a},b) < net. This proves the following lower bound for the smooth min-entropy of p

(A A¥1B) - net*log |A| - nlog(1 + \/€). (5.119)

min min

HYS" (Ap|BY 2 Y HYS
k=1

There are many hurdles to generalising this proof to the quantum setting. Firstly, the
correct generalisation of Lemma 3.8 is quite difficult. Secondly, the proof above bounds the

conditional probability p(af|b) for every element (af,b) ¢ B differently depending on which
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bad sets (Bg)r it belongs in. It is not obvious how such an argument can be carried out
for quantum states. For example, one cannot simply use the eigenvalues of panp instead
of p(atb) since the eigenvectors for each of the partial states p arp differ. Lastly, in the
quantum case it does not seem that the Markov inequality can be used to identify the bad

sets and the smoothed state as we did above.

The correct generalisation of Lemma 3.8 was proven by | ].  We state it in
Lemma 5.13. To address the second and third hurdles mentioned above, we modify the

classical proof before proceeding to the quantum proof.

Instead of figuring out the bad set B and eliminating the elements belonging to this set to
construct the smoothed distribution, we use the substate theorem and the entropic triangle

inequality. Define the auxiliary subnormalised distribution
q(alb) := 6L p(amb) (5.120)

for some small ¢ € (0,|7}|). The 62(a1?) factor in ¢ simply guarantees that elements which have

a large L (are bad) are significantly damped. This ensures that for all a7, b, we have that
g(aib) = 6" p(al'b)
= p(b) [T*2 ¥ p(axlal"d)
k=1

Sp(b)]f[l(l +V/2e)e, (5.121)

The last inequality above is guaranteed both when a?,b ¢ By, and when a,b € By since we
chose ¢ < ﬁ. This gives us a lower bound the min-entropy of q. Moreover, we can easily
show that the relative entropy between p and ¢ is small:

p(A1B )]

D(pargllganp) = E, | log =122
(parBllqar ) p[ogq(A?B)

=K, [Llog %]

= 3n+/elog % (5.122)

Now, we can bound the smooth min-entropy of p in terms of the min-entropy of ¢ by using
the substate theorem and the entropic triangle inequality. We will generalise this proof to

the quantum case.
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5.4.2. Lemmas

In this section, we will primarily use the following variant of the smooth min-entropy,

which has previously appeared in | |:

rmn(

AlB), = sup{)\ eR: for pjap € Bc(pag) such that jap <e 1y ®pB} (5.123)

Note that H¢, (A|B), > -log|A| because pap < |A|14®p5. Also, HE, (A|B), <log lA' . To

min min 1-

see this note that for any p4p and A, such that

paB < e 14®pB

=t fap < € VA

A
=A< log Gl (5.124)
trpap

where we have simply taken a trace in the second line. Finally, use the fact that tr psp > 1-¢2

for all pap € Be(pan).

This smooth min-entropy can be lower bounded using the H’ be ., min-entropy as the fol-

lowing lemma shows.

Lemma 5.11. For a normalized quantum state pap and € >0, we have

H2% (A|B), > HY

min min

(A[B),. (5.125)

Proof. Let A= H* (A|B), and the state pap € B.(pap) be such that

pap<e M A®pp. (5.126)

By Lemma C.1, we have that nap := pB UB,O;;/ pABﬁBl/QU;pB satisfies P(pap,nap) < 2€.
Clearly, this state also satisfies

Nap <e M A®pp. (5.127)

O

We also require the following operator inequality relating an operator and its compres-

sions.

Lemma 5.12. For a positive operator X > 0 and orthogonal projectors Il and 11, = 1 -II,

we have

I, XTI, <2X +2ILXIL (5.128)

116



Proof. We will write the operator X as the block matrix

X, X
x=["" 7 (5.129)
X; X

where the blocks are partitioned according to the direct sum im(IT) ®@im(II,). The statement

in the Lemma is now equivalent to proving that

4X, 2X
o<| =P 7). (5.130)
2X; X,
Call the matrix above X’. Note that using the Schur’s complement | , Exercise 1.3.5]

X >0 implies that X3 >0, im(X3) ¢ im(X3) and
X1 > Xo X531 X5. (5.131)

Using Schur’s complement characterization again for X', we see that X’ > 0 is equivalent to
X320, im(X;) cim(X3) and

4X; > (2X5) X351 (2X5)*
which are all true because of the corresponding relations for X itself. 0

The following lemma correctly generalises Lemma 3.8. It was proven by user:fedja in response
to a question by user:moel (pseudonym used by AM) on MathOverflow | ]. We reproduce
the proof in Appendix C.5 for completeness.

Lemma 5.13 (| |). Foree[0,1], and subnormalized quantum states p and o on the finite
dimensional Hilbert space X such that § |p—o||, <€, there exists an orthogonal projector 11
such that

HpIl < (1 + g1(€))o (5.132)
and
tr((L-II)p) < ga(e) (5.133)
for the small functions
8 1/3y,1/37.0 L 1/3 | .2/3\.1/3 1370 L
g1(€) ::§(1+e )e logz+(1+e +e?)e”=0|e logg (5.134)
g2(€) := 4(1 + €3)e' 3 + 2¢ = O('/?) (5.135)
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5.4.3. Quantum proof

In this section, we will generalise the classical proof presented earlier to the quantum

case. We will prove a statement of the following form for all normalised quantum states

PArB:

min

Hi3 (ATIB), 2 ). Hiyo (A AT B), = ngi(e) ~ k(e) (5.136)
k=1

where g and ¢} are small functions of € and % is a general function of e. This will be

sufficient to prove the universal chain rule.

For every k, let A\ == HE,, (Ax|A¥'B), and ) be the subnormalised state such that

Parp
P M )< 5.137
(pA}fBHOAIIvB)—E ( : )
(k _

Using the Fuchs-van de Graaf inequality, for each &, we also have

% ||pA’fB - ﬁg?B

|1 <e. (5.139)

We will now define the projectors PXZ’Q for every k € [n] and the label [ € {g,b} ({good, bad}).
1

P(kvg)

kg b0 be the projector given by Lemma 5.13 when applied
1

We define the good projector

to the states p i p and ﬁfk)B, so that it satisfies
1

k, k, ~(k
PGt oasPiyy < (L+ 91()B) (5.140)
and
k,
(P8 pars) 2 1= ga(c) (5.141)

for g; and g9 as defined in Lemma 5.13. Further, define its orthogonal complement as the

bad projector,

k,b) k,
Pf‘,f; =15 —P/g,f 9, (5.142)

The label [ in Pf(llfc’g will allow us to succinctly refer to these two projectors together. Define
1
the subnormalised state

1, 2, n, n, 2, 1,
s = PEDPED PG gy P PED P 103

For this state, observe that

(17 ) (27 ) (nv ) (n, ) (27 ) (]_7 )
Pas Pazg Py pags PisPagy Pas

1, 2, n-1, ~(n n-1, 2, 1,
<(1+g1()PLE PG PUTS) gy PO PEE PO
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<M (Lt gi()PLE PRpPuliy) La, @papp Poiy PG PLY)

_ 1, 2, n-1, n-1, 2, 1,
= (14 () La, OPLE Py Py parn PPl o)

<
< TR (L 4y (6))" Lag @
which implies that Hym(AYB), > Siy HS(AklA¥ 1 B), — nlog(1 + gi(€)). Moreover, the
distance between n and p is
oo, )= Plos, PP P g PP PAE)
< P(pays, P,Exll’fg) PArB Pzgxll}gs))
AR oo P PARPE-P g PGP

1, 1, 2, n, n, 2,
< Plons, PU3) oaps P+ Plosgs PSS P353 o PGPS0

INA

< k, k,
<> Plpays, Pf‘,fg) parB Pf‘,f;))
k=1

<ny/2g2(€)

where we have used the gentle measurement lemma | , Proposition 3.14] for the last
line. The distance between 1 and p grows like n times a small function and the min-entropy
of n satisfies Hyin(AY|B), > Sy H s (AlA1B), — nlog(1 + gi(€)). If we were able to
show that the relative entropy distance between these two states also grew like n times a
small function, similar to the purified distance then we could use the substate theorem and
the entropic triangle inequality to prove a bound of the required form. However, we can’t
directly prove that the relative entropy between these two states is small because in general
the projectors sandwiching the state p in 1 could lead to a situation, where p <« 7, which
would cause their relative entropy diverge. To remedy this, one could imagine adding a
small amount of the complement projector to these projectors, so that we sandwich with
Plg]ff’g) + 5P1g]ff’? instead of simply PX,;;. Under no further assumptions on p, the question of
whether the divergence of p and 7 is finite or not in this case reduces to the question: given

a state o, a projector Il and its complement II, := 1 -II, is
o < (IT+ I, )o (1T + 611,)? (5.144)

The answer to this is easily seen to be negative when one consider the pure state o = |u) (ul.
In this case, the above is equivalent to asking if |u) (u| < |v)(v| for some vector |[v) # |u),

which is not true.
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The next simple remedy that comes to mind is to use a “pinching type” disturbance to
ensure that the divergence is finite. For § € (0,1), a projector II and its complement II,,
define the CP map P;[I1] as

Then, by the pinching inequality, for every II, we have

o< % (6TTo Il + 011, o11,)

2
< 2P (o)
which implies Dyax(0|[Ps[1I](¢)) < O(log1/d)— a bound that should be sufficient for our
purposes. Therefore, one can try proving the chain rule using the subnormalised state
P[P e P[P8 o o P[P (pap)

won (1) (1,1 2,1 Nyln Nyln 2,1 1,0
- {Z} 00D PR PPy pags PAig Pl PAY (5.146)
ITe{g,b}™

where wy(1}) == [{i : I; = b}| is the weight of b labels in the string 7. In our proof below,
we do not attempt to directly identify the correct modified state ourselves. Similar to the
proofs before, we instead leave this question for the generalised GT inequality. We will use
an exponential generalisation of the distribution ¢ in Eq. 5.120. Variants of both of the above

remedies make an appearance during the following proof.

Lemma 5.14. For a full rank state panp and € € (0,1), we have the chain rule

no_ - €
Hy (ADIB), 2 Y Hiin (Ax| AT B), — nlog (1 + 4|A|21 _ 62) —nlog(1+gi(e€))
k=1
o1 1
—nlog(l+e)-—n(pu+p )_E_bgl—u? (5.147)
where
1 1/3 1 1/3
L= (8(1 + €3 1og —) e =0 (61/9 (log —) ) (5.148)
€ €
8 1/3y,1/37.0 L 1/3 | .2/3\.1/3 1370 L
g1(€) ::§(1+e )e 1ogz+(1+e +e?)el?=01e logz (5.149)

as long as pe (0,1).

Proof. We retain the definitions of p Ak B Ak, and PXZ’;) from the discussion above. Following
1

the classical proof in Sec. 5.4.1, define Lnp = ¥j_, P9 a5 the sum of the “bad” projectors.

AkB
Then, we have that

& kb
tr(Lanp parp) = Ztr(P/(;sz) Parp)
k=1
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<ngs(e). (5.150)
Let 6 € (0,1) be a parameter to be chosen later. We have that
1
ngs(e)log 5
>D (PA?B” exp (1ngArlzB + IOg((S)LA;LB))

= sup {tr(pAwa logwanp) + 1 —trexp (logwA?B +log(d) >’ PXZ’? + logpA?B)} (5.151)
k=1 '

wA?B>0

where we have used Eq. 5.150 in the first line and the variational expression in Eq. 5.18 in
the second line. For the trace of exponential term in the last expression above, we can use

the generalised Golden-Thompson inequality (Theorem 5.1) as

trexp (log warp +log(d) > PX?]? +log pAva)
k=1

o 1-it (1,b) 1-it | 5 P(n’b) Ltit |, P(n’b) 1+it (1,b)
log(8) P 0g(6) 5+ log(0) Lt 1o5(5) P
< f dtﬂo(t) tr (WA{LB e 2 0g(4) A1B... e 2 AT'B pA{LB e 2 ATB |, e 2 og(d) A1 B
—00

1-dt

* 1-i n n,
= /: dtBo(t) tr (wapp (572 PLE + PLE)- (5Ttpf(x;z’? + Pf(x?g)) pAyB

1+it 1+it

n,b n,
(672 P,EX’fB) +sz1;1£;))"' (672

P+ P9, (5.152)

where we have used the fact that for a projector P and 8 € C, exp(8P) =efP + (I - P) in

the last line. Define the subnormalised state

1-it

0 b , 1-it n,b n,
Napp = f dtfo(t) (072 P,E\llB) + P,Exllg))"' (672 P,EV;B) + P,Ex;wg)) pALB

1+t 1+t

n,b n, L4it 1,b 1,
(675 PGy + PGei))- (05 PR + P)) (5.153)

Observe that this is just a clever (and correct) way of implementing the first remedy we

discussed in the motivation. From Eq. 5.152, we have
trexp (logpA?B +1log(9) Z Pjg]ff’g) + logwA{LB) <tr(warpnarp) (5.154)
k=1
Plugging this in Eq. 5.151, we get

1
ngg(e)loggz sup {tr(pAva logwA{LB)Jrl—tr(wA?BnA{LB)}

wAvltB>0

= Din(payslinays)- (5.155)

We will now show that the state n has a small smooth max-relative entropy distance from
p. We use the substate theorem for this. However, we need to be a bit careful since 7 is not

normalised.
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Claim 5.15. For ji(e,d) = (g2(e€) log%)l/3 (we will use the shorthand p going forth)

1
L-p

1
Difax (PA;LB“WA;LB) <n(p+p’) + E +log 5 (5.156)

Proof. Let Z := tr(na»p). Then, using the data processing inequality on the above

Dm(pA;LBHnA?B) bound, we see that
lo ! < (e)lo ! (5.157)
—_— n 6 —. .
g 7 g2 g 5

We can also upper bound Z as

1-it

0 1-it b , n,b n,
tr(nanp) = [oo dtBo(t) tr((5 2 P,gllB) +Pfﬁ§))--- (072 Pzg;lB) +P§?§)) PArB

1+it n,b n, 1+it 1,b 1,
(675 Py + PGii))- (672 PjngHPjhg)))

1-it 1-it

e 1b 1, 2,b 2, nb n,
< [m dtfo(t) [P +P§1g>“mtr((5 PG+ PO (65 PG + PR pagn

1+it n,b n, 144t 7b )
(672 P,gng)JrP,El?é))"' (672 PIEéB)JrPJEég)))

1-it

* 1=it (2,b 2, b n,
< [m dtﬂo(t)tr((é 2 PQ%B)+PQ%?)--- (672 Py + Pl)) pars

1+it n,b n, 1+it 2,b 2,
(072 PIEWB) +]3£‘1Lg))--- (072 P(fB) +P,Sl§g)))
< v

< trpA{LB

=1. (5.158)

Using the substate theorem, we have

naAr B
D ( ||nA¥B)<Dm<pA?B“ Z )+1+1 !
n < 0
max | PATB 7 ,u2 gl_ﬂl2
Dy (papslinaps) -log 2 +1
= 2 +log1_ 5
3+1 1
< il +log
p 1—p?
1

1
<np+ = +log (5.159)

1-p?

where we have used Z <1 in the third line.
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We can get rid of Z normalisation factor by using Eq. 5.157

A Z
1

1-p?

NArB 1
Dy ax (pA{LB”??A{LB) =DH .« (PA?B” L ) +log —

1
<n(p+p’) + — +log (5.160)
i

O

(k,9)
PA’fB

(Eq. 5.140) with it. We will now show how we can dominate 7 using a state of the form in
Eq. 5.146.

Though 7 has a nice form, it is still difficult to use the properties of the projectors

Claim 5.16. Define the subnormalised state o anp = P\/g[Pﬁll’é)] 0.0 Pﬁ[Pff{J,%)](pAyB) for

P [IT](X) = IIXTI + VOIL, XTI, as defined in Eq. 5.1/5. For this state, we have

1
Dr (pATILB |0A?B) <n(p+p?) +nlog(l+V5) + — +log (5.161)
0

1-p?
Proof. Let X be an arbitrary positive operator, and II and II, = 1 -II be orthogonal projec-
tors. Asymmetric pinching (Lemma 3.13) with the projectors II and II,, and parameter Vo
shows that for all t € R

1-it 1+4t

(II+6=2 M)X(T+02

I1,) < (1+V8)IIXTI + (1 + %) ST, XTI,

= (1+V3)P 5[] (X) (5.162)

Using Eq. 5.162 repeatedly, we have that for every ¢t e R

1-it 1-it 1+it

(62 Py + PR (0% P) + PO pags (572 P + Pl (6575 P + PR
< (L VE) (PR + PO (85 PUIY + PUT) PUsl PG (o)
(87 PE + PO (672 POy + PR
‘..
<(1+V0)"P 5[ PL#] 00 P[Pt (pars) (5.163)

which implies that
napp < (1+ \/g)np\/S[P,Ellfg)] o P\/S[P,g?fg)](PA;lB)- (5.164)
This bound essentially says that the D,,., between these two states is small:
Dinax(nar 5lloan ) < nlog(1+V/3) (5.165)
Combining this with the smooth Dy, bound between p and n (Eq. 5.160) shows the bound

in the claim. O
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The only thing left to do now is to show that min-entropy of the state o is large, i.e.,
> Sr Ak (recall Ny = HE, (Ax]A%1B),). Note that

oapp= Y. oxn@pLD PO pih) L PO PG Pl (5.166)
ye{g.b)n ' ' ' '
where wy(I7) := [{i : [; = b}| the weight of b labels in the string 7. We will now bound the
min-entropy of each of the terms in this summation. Roughly speaking, whenever the label
Iy = g (a good projector is applied), A, amount of min-entropy will be accumulated but
when the projector is bad O(log|A|) amount of min-entropy will be lost. The reason, we are
still able to accumulate a large amount of min-entropy for the state oarp is because these
terms are also weighted with the factor §2%U1) | If the number of bad projectors in a term

is large, then this factor ensures that the contribution of this term is small.

Claim 5.17. For every k € [n] and I}, € {g,b}, we have

1+gi(e))e 14, ®part if Uy =
PXZ’E) Pars Pii’;k)é (1+g1(e)) A ®Ppk-1B fk 9 (5.167)
1 1 AL+ g1()) L, ®par1p  if e =b

which can succinctly be written as

Pf,'Z’lB’“) PakB PXZJ;) <(1+ 91(5))6_/\k6(lk’g)(4|A|)6(lk’b) La, ®pP k-1 (5.168)
1 1

where 6(x,y) is the Kronecker delta function (6(z,y) =1 if x =1y else it is 0).

Proof. Let’s first consider the case when [, = g. In this case, we have

k, k, ~(k
PED by PED < (14 ()Y,

<(1+gi(e))e ™ La, ®@parrp (5.169)

where the first line follows from the definition of the good projectors (Eq. 5.140) and the
second line follows from Eq. 5.138.

When [, = b, we have

(k.9) (k,9)
akp PatB arp P P

akp PAYB Darp

~(k
<2paep+ 201+ 1()Pye

<2(1+g1(€)) (|A L4, @par-rp+ €™ L, ®par15)
S4|A|(1+g1(€>)]1Ak ®p k11 (5.170)
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where in the first line we have used Lemma 5.12, in the second line we have used Eq. 5.140,
in the third line we have used p4ip < |A| 1 4, ®p -1 and Eq. 5.138, and in the last line we
use A\ > —log|A]. O

For every k, let ¢ (Ix) = e~ #9Ux:9) (4| A])9Ux) 5o that
k,l k,l
Pfl,ka) pars ijg) < (1+ g1(€))e(le) Ta, ®p i1 5. (5.171)
Now, observe that for each term in the summation in Eq. 5.166

(L) p(2l2)  p(nln) (ndn)  p(202) p(Lh)

1 1 n—-1,ln_ n—-1,ln_ 1 1

< (14 g1 ()enlla) P PG POl g, ®p i Pty Pl P
1,0 2,1 n—1,ln_ n-1,l_ 2,1 1,0

= (1+g1(€))cn(ln) La, ®P,EhBl)P,g%BQ)'"P,Ex?*13 K Pap-B P,Ex’f*B 1)"'P151§132)P1511Bl)

<(1+g1(e))" (H Ck(lk))ﬂA;L ®pB. (5.172)
k=1
Plugging this bound into the expression for o in Eq. 5.166, we get

Lo.(n 1,1 2,1 n,lp n,ln 2,1 1,1
oArB = {Z} 02 b(ll)nglBl)P,g%BQ)'”PIg’fB) PATB P/(Ul’B )“.PxflfBQ)Pzg1B1)
1Te{g,b}™

<@+agi(eN| Y e [Tel) | 1ay @5 (5.173)
Ine{g,b}n k=1
Let us now bound the expression
Y e lal) = Y I V8 TT e dwdien) (4] ALy
k=1

Ire{g,b}n IPe{g,b}n k=1 k=1

- [ & 309 (4 ARG

pelgbyn k=1

= ﬁ (e‘A’c + 4|A|\/5)

T
I

=

e~ (1 + 4] AleM \/5)
=)

T
I

=

<

e~ 1+ 4]Af?
1-¢2

Ey
Il

1

=[1+4A]? Vo ) e Zi-1 Mk (5.174)

1—¢€2
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where we have used )\ < log 1' L in the second last line. Combining Eq. 5.173 and Eq. 5.174,

we get
Hmin(AﬂB)O' 2 _DmaX(UA?B” ]lA’l”‘ ®pB)

> Z Ak —nlog(l +4|A|21_—\/i2) —nlog(1+ g1(€))

i (AL|ASIB), - nlog (1 +4|A]? 1\_/362) -nlog(1+g1(e))  (5.175)

Finally, we can use the entropic triangle inequality in Lemma 3.6 along with Eq. 5.161 to

get

mln(An|B)P Z mln(Ak|A]1€_lB)P_nlog(1 +4|A|21_—\/5€2) —nlog(l +gl(€))

1 1
~nlog(1+V4) —n(p+p?) - = —log (5.176)
p? 1-p?
where p = (gg(e) log %)1/3. We choose the parameter ¢ = €2, so that we have
Hi (A7B), Z T (AR AT B), — nlog (1 + 4|A|2%) —nlog(1+gi(e))
= -€
—nlog(1+e)—n(u+,u3)—i—log ! (5.177)
12 1- 12
for yo=(8(1+€'/3)logl) Y3 o O(e'? (log )1/3). O

We complete the proof of the universal chain rule by transforming all the entropies to

H*¢ in the following theorem.

min

Theorem 5.18. For a state parp and € € (0,1), we have the chain rule

H2 N AT|B), 2 3 HY (A AYB), —nlog (1 +HAJ AP

min min

_662) -nlog(1l+ g1(€))

k=1
—nlog(l+¢e)—n(u+ 3)—i—lo -lo (£+ L ) (5.178)
g pot ) =g -log g ~log| 5+ o :
where
1 1/3 1 1/3
Q :(8(1+61/3)10g—) el/gzO(el/g(log—) ) (5.179)
€ €
1 1
g1(e) = (1+el/3)el/3log +(1+€/3 +€2/3)€1/3=O(€1/310g—) (5.180)
€

as long as pe (0,1).
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Proof. Case 1: If panp is full rank, then we can use the lemma above along with Eq. 2.42
and Lemma 5.11 to show that

n

€ _ €
HEHCAIB), 2 3 AT B), = nlos 1+ 414P 25 ) - nloa(1+ n(e)
1 1 2 1
—nlog(1+e€)—n(u+pu®) - " -log - —log(ﬁ t7 —M) : (5.181)

Case 2: Now, we can follow the same argument as the one in Case 2 of the proof of

Theorem 5.7 to derive the bound in the theorem statement for all states p. 0

5.5. Conclusion

We developed a powerful proof technique combining the entropic triangle inequality,
the generalised Golden-Thompson inequality and the substate theorem for proving entropic
bounds for approximation chains. We used this technique to prove novel chain rules—
the universal smooth min-entropy chain rule and the unstructured approximate entropy
accumulation theorem. Importantly, both of these chain rules can be used meaningfully for

arbitrarily large number of systems.

As far as applications are concerned, we use the unstructured approximate EAT to
prove the security of parallel DIQKD in the next chapter. We expect the universal chain
rule to aid in transforming von Neumann entropy based arguments to one-shot arguments.
Furthermore, it provides a straightforward solution to problems such as the approximately
independent registers problem discussed in Sec. 3.3. It is also our conviction that the proof
technique introduced in this chapter will be useful for tackling other problems. For instance,
it should be possible to use it to derive similar chain rules for one-shot variants (e.g., Iiax)

of the (multipartite) mutual information.

As discussed in Sec. 5.3.2; it seems possible to decouple the smoothing parameter and
the approximation parameter in certain scenarios, especially those involving DIQKD. We
leave the problem of determining whether these parameters can be decoupled using testing
for future work. This is an interesting and important question, which could potentially lead
to significant improvements in the security proof of parallel DIQKD and the analysis of

DIQKD with leakage.

Finally, we did not attempt to optimise our bounds here, but it should be interesting to
study the absolute limits of the entropic error terms and the smoothing errors in our chain

rules.
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Chapter 6

Security for parallel DIQKD

6.1. Introduction

We introduced device-independent quantum key distribution (DIQKD) in Sec. 2.8.
These protocols involve multiple rounds of a non-local game (Definition 2.32), which can
be played either sequentially or in parallel, depending on which the protocols themselves
are termed sequential or parallel. Sequential protocols are comparatively easier to analyse
as they can be broken down into smaller steps, each depending only on the preceding steps.
Each of these steps is itself simply an instance of the non-local game with some state shared
between the Alice and Bob. In contrast, during parallel DIQKD, the two parties input
all the questions for the multiple games into their devices and receive all the answers at
once. This simultaneous nature makes the analysis of these protocols significantly more
challenging, as there really is just one quantum channel depending on all the questions
which produces all the answers. There is no natural way to decompose it further. From the
viewpoint of implementations, however, parallel DIQKD protocols could potentially lead to
faster implementations. Moreover, from a foundational perspective, these protocols remove
the sequential or time-ordering assumption in secure key distribution. Thus, investigating

the security of these protocols is an important and interesting question.

The challenge of breaking down parallel protocols into smaller, more manageable steps
for analysis is also encountered when studying the parallel repetition of non-local games. A
parallel repetition of a non-local game G, denoted G™, consists of n instances of the game G

played simultaneously. Formally, it is defined as:

Definition 6.1 (Parallel repetition of a non-local game). The n-parallel repetition of a non-
local game, G = (X, Y, A, B,llxy,V), is the non-local game G™ = (X", Y, A", B, 1I%;,, V™),

where Alice and Bob are given the questions xt € X™ and y} € Y" respectively sampled



according to the distribution 115, (independently and identically according to lxy ). Alice
and Bob reply with answers a} € A" and b € B" according to their (classical or quantum)

strategqy. They win the game if for every 1 <i <n, they satisfy the predicate V (x;, y;, a;, b;).

For the parallelly repeated game G™, one can always play the optimal strategy for
game G independently n times. This yields a lower bound on the winning probability
(Definition 2.32): wgs(G)" < wg(G™) (where strategy S can be either classical or quan-
tum). However, it’s natural to ask whether it’s possible to significantly outperform this
strategy for G™. While it may not be immediately apparent, there are examples of games
where wg(G)" < wg(G™). For instance, the FFL game | , Appendix A] exhibits
wWe(G?) = w.(G) < 1 and wy(G?) = w,(G) < 1. Roughly speaking, this improvement arises
because players can correlate their answers across parallel games, thereby correlating the
winning conditions and achieving a higher overall winning probability than independent
play would allow. The parallel repetition question asks whether the winning probability of
G™ decays exponentially in n. For classical strategies, this exponential decay was proven
in | , ]. In the quantum case, it has been demonstrated for large classes
of games | , , , , , |, but remains an open
question for general games. Currently, for general quantum games, the best known bound

for w,(G™) decays only polynomially in n | ].

The fundamental idea behind these works on parallel repetition is that one can simulate
the probability distributions and states created by the strategy for the parallelly repeated
game G™, conditioned on an event 2 defined in terms of a small subset (< dn for small 6 > 0)
of the questions and answers, using a single-round strategy for the game G. In this single-
round simulation strategy, the game G is actually embedded in a particular round j of the
game G". Specifically, it is shown that the distribution of questions at index j, conditioned
on the event (), has the same distribution as the questions of the game G. Furthermore, it
is demonstrated that one can define appropriate measurements which produce answers A;
and B; for Alice and Bob, respectively, with the same distribution as they would have in
G™ conditioned on 2. Using this simulation, it can then be shown that the winning proba-

bility for round j cannot be significantly larger than that of winning the single-round game G.

In this work, we apply techniques developed for the analysis of the parallel repetition of
anchored games | ] to create a proof for parallel DIQKD which uses CHSH games.
Specifically, we demonstrate that for a random subset of size dn of the games, Alice’s answer
for every game in the subset can be approximately viewed as the output of a single-round

strategy, similar to the parallel repetition setting. In the language of approximation chains,
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we show that the state produced at the end of the protocol, parpnxnrynp, where X7, Y

are the questions, A}, B} are the answers for the non-local games, and E is the adversary’s

istor. h nati hai (k) n tisfving:
l"egls €r, nas an approximation chaln O-AkBkaYkE Satls ylng.
1B1 AT YT B
(k) _ Ry—>X, Y, ABy [ _(k,0)
UA'foXlekE - Mk O—A]f_le_le_lYlk‘leE (61)

where M, is the channel applied by participants playing a single-round of a variant of the
CHSH game. With this result, we can leverage the fact that Alice’s answers for a single-
round CHSH game are random with respect to the adversary when the CHSH game is won
with high probability. We first present this idea with a proof sketch for security based on von
Neumann entropies in Section 6.6. This allows us to concretely demonstrate how parallel
repetition techniques can be used for proving security. However, the von Neumann entropy
based bounds, we derive here, are not strong enough to prove security. In the subsequent
section, Section 6.7, we use the unstructured approximate EAT to port the bound to a

smooth min-entropy bound.
6.1.1. Comparison with previous work

[ | provided the first proof for parallel DI-QKD. Their QKD protocol is
based on the Magic Square game. The security proof for this protocol relies on using
the parallel repetition theorem for free games (games where questions have a product
distribution) with multiple (more than 2) players. | | views the setting of DIQKD
with Alice, Bob, and Eve as the parallel repetition of a multiplayer game. In this context,
exp (-H¢,, (Raw Key|Eve’s information)), where the raw key consists of Alice’s answers
on a random subset, can be interpreted as the winning probability for this game. Since
the winning probability decays exponentially in the number of rounds due to the parallel
repetition result, the smooth min-entropy can be bounded by (n). This proof relies on
three key properties of the Magic Square game: (1) it samples questions uniformly, (2) there
exists a quantum strategy to win it perfectly, and (3) under this perfect strategy, Alice and

Bob receive a perfectly correlated uniform random bit.

[ | significantly simplified the security proof given by | ]. The key idea
remains viewing the QKD protocol as a parallel repetition of a 3-player game between Alice,
Bob and Eve. This 3-player Magic Square game is won if Alice and Bob win the Magic
Square game and if Eve correctly guesses Alice’s answer. A technique developed for studying
non-local games called “immunization” | | is used by | | to prove that the
3-player game has a winning probability strictly less than 1. The parallel repetition theorem

for anchored games | | is then used to show that the winning probability of the
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repeated game is 27" This is subsequently used to bound Eve’s guessing probability of
Alice’s answers and hence the min-entropy for Alice’s answers given Eve’s system. | |’s
proof also utilises the same properties of the Magic Square game as | |. Building on
these works, [ ] also proves the security of a similar parallel DIQKD protocol in the

presence leakage from Alice and Bob’s devices.

In comparison to these proofs, our proof is not limited by the properties of the games
used for the DIQKD protocol. We demonstrate our protocol using the CHSH game, showing
how to convert it into an anchored game suitable for parallel DIQKD- a technique we
believe should be applicable to other games as well. Further, our work offers an alternative
security proof for parallel DIQKD, employing a more information-theoretic approach. This
method decomposes the large quantum device playing parallel CHSH games into smaller
single-round CHSH game playing devices. In contrast, | | and | | reduce the
security proof to bounding the winning probability of a parallelly repeated game. We hope
that our approach can provide greater insight into the problem and aid in solving open
problems like the security of parallel device-independent randomness expansion. From
another perspective, techniques from parallel repetition lie at the heart of both our proof
and those of | ] and | |, highlighting the fundamental importance of these

methods in analysing parallel protocols.

On the downside, our proof strategy couples the security parameter of the DIQKD pro-
tocol to its rate. For a choice of security parameter of é(e), our approach can only prove
security for a rate of Q(e'??). This is not a limitation of the proofs in | | and [ ].
It might be possible to break this linkage by further refining the unstructured approximate
EAT as mentioned in the previous chapter, but we leave this for future work. Finally, it is
important to note that our protocol and the protocols in | | and | | are intended
as proofs of concept. The key rates for these parallel DIQKD protocols are currently too

small for practical implementation.

6.2. Preliminaries

In this chapter, we follow | ] in using the notation [z] = |z) (x| to represent a

classical value z. We also denote the density operator for a pure state 1)) as 1.

Recall that a non-local game G is represented as G' = (X, )V, A, B,I1xy, V), where X and

Y are the sets of Alice and Bob’s questions, A and B are the sets of their answers, Ilxy is
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the probability distribution of their questions and V' is the winning predicate.

For the standard CHSH game, we have X =) = A = B = {0,1}, IIxy is the uniform
distribution on all possible questions and the predicate V(x,y,a,b) = -[a® b® (z Ay)]. We
refer to this game as the CHSH game or the 2CHSH game.

This nomenclature helps distinguish it from the SCHSH game, which is usually used for
DIQKD (see 2.8.2). In this game, Alice’s questions lie in {0,1} and Bob’s question lie in
{0,1,2}. These questions are sampled according to the probability distribution

l-v ifx=0,y=2
Pxy(z.y) =
vi4 if z,y€{0,1}
where v € (0,1) is a parameter which we will fix later. For the questions z,y € {0,1}, Alice
and Bob win this game if they win the standard CHSH game, that is, if -[a®@b® (x Ay)] is

true. On questions (z,y) = (0,2), they win if their answers are equal.

We require the following anchoring transform for non-local games in order to describe

our protocol.

Definition 6.2 (Anchoring transform | ). Let G = (X, Y, A, B,1xy,V) be a non-
local game and 0 < a < 1. In the a-anchored game G, = (X u{L},Yu{L}, A B,1I%, V),
the Referee first uses llxy to sample questions x,y for Alice and Bob. Then, randomly and
independently with probability o, he replaces each of x and y with an auziliary “anchor”
symbol L to obtain the questions for the anchored game G,. Alice and Bob win the game if
either one of the questions was L, or if their answers a,b satisfy the original game’s predicate,

that is, V(x,y,a,b) = 1. The quantum winning probability for the anchored game satisfies

w(G1) = 1= (1-a)*(1-w,(G)).

We call the game obtained after applying the anchoring transform for « € (0,1) to the
3CHSH game, the 3CHSH, game. Once again, we will consider o to be a parameter and fix

it later.

A strategy S for a non-local game G = (X,V,A,B,Ilxy,V) consists of the tuple
(Vg Ey, { Az tzex, { By }yey) where Vg, g, is the quantum state shared by Alice and Bob, A,

is the measurement used by Alice on question x, and B, is the measurement used by Bob
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on question y.

If a quantum strategy wins the 2CHSH game with a probability strictly greater than
3/4, then Alice’s answer is guaranteed to be random with respect to any purification of the
initial state held by the adversary, Eve, and the questions for the game. This statement
is quantified in the entropic bound given in Lemma 2.33. We state a counterpart for this
lemma for the 3CHSH, game. It follows fairly easily from Lemma 2.33. We prove it in
Appendix D.1.

Lemma 6.3. Suppose that a given quantum strateqy for the 3CHSH, game starting with
pngBE wins the SCHSH, game with probability w € [1 - (1‘3)21’, 1- 2‘;/5(1 _ a)2y]. Let X

and Y be Alice and Bob’s questions during the game, and A and B be their answers produced

according to this strategy. Then, for the post measurement state pxy apg, we have
H(ABIEXY), > H(A|EX), > (1 - 0)F (g, () (6.2

where the functions F and g, (w) are given by

1-w

F() =log(2) ~h(5+ 3V/3-160(1-0))  for gau(e)=1- e (63

6.3. Protocol

Before we describe our protocol for parallel DIQKD, we must introduce a key result

from | ]. For every a-anchored game G, := (X,), A, B, Pxy,V) (a game produced
by applying the anchoring transform), | , Section 4.1] shows that the probability
distribution Pxy can be extended to the distribution ]39 xv such that
pXY = PXY (64)
Poxy = pﬂpxmpym- (6.5)

This extension plays a crucial role in our protocol, as we will demonstrate in the subsequent
sections. In this work, we will call the random variable €2 the seed randomness for the
questions. We note that 2 is defined such that it can be sampled efficiently by Alice. Given

), Alice and Bob can independently sample their questions for the game, G, .
For the rest of the chapter, let the tuple (X,), A, B, Pxy,V) represent the 3CHSH,

game. We will drop the hat notation while referring to the extension distribution for this

question distribution. We simply refer to it as Poxy.
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Parameters:
— a,v €(0,0.1) are parameters for the 3SCHSH,
~0¢€ (O,%) determines the size of the raw key
— Wi € (1 - (1_2‘)2”, 1- 2‘4ﬂ(1 - a)21/) is the threshold for the winning probability

on the test round

— v €(0,1) parameter for sampling testing rounds.
Parallel DIQKD protocol

(1) Alice randomly samples Q7 independently and identically.

(2) Alice sends Q7 to Bob.

(3) Alice and Bob use Q7 to sample the questions X7* and Y;* for the 3CHSH, game.

(4) Alice and Bob use their questions to play n 3CHSH, games. Let A7 and BJ be
the answers.

(5) Alice randomly selects a subset J = {Iy, I, I;} of size t =
announces this subset to Bob.

(6) For each i € [t], Alice randomly selects a T} € {0,1} with probability Pr(7; =1) =
7. Let S:={I;:j€[t] and Tj =1} ¢ J. She announces S, her questions Xg, and
answers Ag for this subset of the games.

(7) Bob checks whether ¥,.¢ V(X;,Y;, Ai, B;) > ywyt. Alice and Bob abort if this is

not satisifed.

)
Tog[AB+3 't She

(8) Ay and B are Alice and Bob’s raw keys. They use information reconciliation

and privacy amplification to create a secret key.

Protocol 6.1

We present the protocol for parallel DIQKD in Protocol 6.1. Note that this protocol does
not fully reveal the questions to Eve. Unlike sequential DI-QKD, where Alice and Bob can
reveal all of their questions to Eve, the security proofs for parallel DI-QKD require that Alice
and Bob only reveal a small fraction of their questions to Eve(!). Similarly, in our setting,
since only (27 are revealed to Eve, only a fraction of the information about the questions is
leaked to Eve. Importantly, this is the main obstacle to extending these techniques to prove
security for parallel device-independent randomness extraction. It should be noted that the
previous protocols and proofs | , ] required the probability distributions of Alice
and Bob’s questions to be a product distribution, so that both Alice and Bob could sample
their questions independently. However, by utilising the anchoring transform and the seed
randomness we are able to relax this constraint.

WIn the parallel DIQKD protocol of | ] only a small fraction of the questions are announced

publicly. In the protocol used by [ ], Alice and Bob can reveal any fraction smaller than 1.
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6.4. Setup

As indicated in Protocol 6.1 we let 2} be the randomness seed for the questions shared
by Alice. X" and Y]" denote Alice and Bob’s questions for the n 3CHSH, games during the

protocol, and A} and B} denote their answers for these games.

In order to analyse the protocol, we fix a strategy for Eve. Let’s suppose that Eve
distributes the registers E4 and Ep of the pure state ¢¥p,p,r between Alice and Bob,
keeping register £ for herself®. Let Alice and Bob use measurements {Af;;“(a?)}a? and

{BZB (b}) }sr to measure their registers £4 and Ep respectively given questions 7 and y7.

The state after all the 3SCHSH, games have been played will be denoted as p. We have
that

ponxryranpre =, Popxnyr (W, 2l y)[wh, 27, y1]
Wi @YY
@ Y [af 0] @tri,m, (AL (a}) © BEP (W) n,mpm)  (6.6)
af,by

where Pqnxnyn is the i.i.d. distribution P2%,,. We can also write the above as
14141 QXY

—_ n n n n n n
ponxryrargre =, Porxpys (Wi, o, y1)[wh, =1, y1]
171091
n n|..n ,n n in (m?,yf,a’f,b’f)
® Y, Papppixpyy (af, 07l y1) [af, b7] ® pp (6.7)
al, bt

for Pag sy (ol blat up) = tr (A%2 (af) ® BLP ()vm, 1) and

ey (AL (@) © BLE ()55 )

(@l a b0) |
n n n n
Paypyixpyp(at, 072t yy)

E

(6.8)

We will also use the notation Ponxnyrarpy = panxnymarpn.

Using p in the form in Eq. 6.7, we can further define the state of register F conditioned

on other classical variables, for example register £ conditioned on wf is

@) _

pl (@197 a1,b7) (6.9)

n n n T n
Z Pxryranppiap (27, 97, af', by wi)pE
ot yrhat by

=B [pg”’f’y?’“?’b?)] . (6.10)

atyyayby
Finally, we let F' (for “fail”) denote the event that the protocol aborts.

()The state can be considered pure. If it were not, then purifying it and providing Eve the purification

register would only increase Eve’s information.
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6.5. Key results from | ]

In Protocol 6.1, we have chosen

J

= —————F>—n. A1
log|.A||B|+<5n (6.11)

In our security analysis, we will fix a subset C' € J and show that for any such set we can
embed a single-round 3CHSH, game in a random index outside this set. The value of ¢ above
guarantees that for any such subset C' ¢ J, we have
€l
n-|C|

log|A||B| < 6. (6.12)

The results established in | | for parallel repetition settings remain applicable in our
context, with minor modifications (see Appendix D.2 for a detailed discussion). Specifically,
these results can be adapted to our setting by introducing a reference register E. In this
section, we present the key definitions and results from | ] which are used in our

security proof.

Following | , Section 4.2], for the subset C' ¢ [n] and ¢ € C¢ = [n] \ C, we define

the dependency breaking variable R_; as
R = () jefn)~ (cupin) Y (X, Yo, Ac, Be). (6.13)

We also use the shorthand Q_; for (€2;)jefn]«(cuip) Y (Xe, Yeo).

For questions z} and y}, we define the following measurements for answers on the subset
Ccn]:

Apt(ac) = 3, Ap(ap) (6.14)
altlac

BEB(bC)= 3 Bff(b?). (6.15)
bilbe

Here a}|ac denotes strings af consistent with ac. b7|be is defined similarly.

For subset C' ¢ [n], i € C°, the seed w_; = (W;) je[n]~(cufi}) Y (To,Ye) (an instantiation of

2_;), and questions x and y we also define the measurements:

A a(a)= B AR (a) (6.16)
= Pxplo_x, (0w, 2) Ajt (af) (6.17)
zy
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and

By, = o B B0 (6.18)
=2 Prpioc i (il ) B? (b7). (6.19)
yy
Also define

AGA (ac) = ) AgA (al) (6.20)

a’la
Bz (be) = ZCBE“y(b” (6.21)

b (be

For subset C' ¢ [n], i € C¢, r_; = (w_;,ac,bc) (an instance of R_;) and questions z and y, we

also define the unnormalised state

|(I)(r—i,$,y)>EAEBE = x(aC ®\/B ,,y(bC |w)EAEBE (622>

and its normalisation

T (r_i,x . 1 r_i,x,
(@O o = o) |20 (6.23)
It is shown in | , Proposition 4.9] that
(r-se ) || = 1z
H|‘I) s )H = (PACBC|Q XY(aab |w is L 731)) (624)
The following result from | ] is the key towards showing that it is possible to

simulate the answers produced by the parallelly repeated strategy at a random index outside
the set C, using a strategy for the single-round 3CHSH, game which embeds the game at

this index.

Proposition 6.4 ( | , Proposition 5.1]). For every C ¢ J, i € C¢, dependency breaking
variable r_;, and questions x and y, there exist unitaries Urf‘x acting on E4 and VP2 7, acting
on Eg such that

]?]%E HUEA ® VEB ®1” |(I)(M’l i)> EAERE |(I)(r7i7x7y)>EAEBEH = 0(51/16/043)7 (6.25)

i XY

where E; denotes expectation over index I which is sampled uniformly at random from C¢,
Er_, denotes expectation over r_; sampled from Pr_, and Exy denotes expectation over the

questions sampled according to the question distribution for the single-round game Pxy .
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6.6. Proof approach with von Neumann entropies

We will first demonstrate our proof strategy by proving the requisite entropic statements
with von Neumann entropies instead of one-shot entropies. This approach allows us to
separate the inherent complexity of one-shot entropies from the core concepts of the proof.
We can focus on using the results from the parallel repetition setting for analysing DIQKD
and establishing a clear roadmap for the security proof, instead of grappling with the various
technicalities associated with one-shot entropies. In the next section, we will proceed to

develop a comprehensive one-shot security proof.

For simplicity, we also set aside the testing procedure and the conditioning of the state
on the protocol not aborting. Instead, we simply assume that the state ¢ g, p,r and the

measurements set up by Eve are such that

1
Pr [— Z W; > wth] >1-¢€ (6.26)

P ieln)

where € is negligibly small. This assumption is effectively equivalent to stating that the
protocol only aborts with a negligible probability. Once again, this restriction allows us to
concentrate on the more challenging aspects of the security proof. In the next section, we
will see that once we properly account for the testing procedure, this assumption can be

eliminated.

In Sec. 2.7.2, we discussed the entropic bounds required for proving the security of QKD.
The same bounds are also sufficient for proving the security of parallel DIQKD. Specifically,
in order to prove that the protocol can securely produce a key of length 2(n) (that is, it has

a positive key rate), we need to show that the difference
HIGHIH(AJ|EQ?SJASXS)9FF - Hfl;aX(AJ|BJJ)phonest Z Q(n) (627)

for small € and €. puonest above is the state produced at the end of a protocol with no

adversary, Eve.

We use the conditional entropy H(A,|EQ!J), as proxy for the entropy
H o (Ag|[EQYSTAsXs),y p, which quantifies the amount of randomness that can be
safely extracted from the Alice’s raw key using privacy amplification. Similarly, the entropy
H(AJ|BsJ)ppones S€TVes as a proxy for the information reconciliation cost, which is given by

He o (AJ|BsJ) pyonens - In our von Neumann security proof, we aim to demonstrate that

H(AJ|EQ?J)P - H(BJ|AJJ)pIxonest Z Q(n) (628)
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6.6.1. Bounding entropy production for privacy amplification

We begin by showing that Eve’s uncertainty of Alice’s answers A; measured using von

Neumann entropy is high, that is,
H(AJEQYT), > Q(1). (6.29)
This entropy can be expanded using the chain rule as
t
H(A,EQYT), = Z H(A|EQUAL-Ar ), (6.30)
k=1

Further, we can write the term inside the summation above as the expectation

H(AR B AL~Ar )y = B [H(AR [ EQ A=A 1), ). (6.31)

For the rest of this section, we focus our attention on this term. Let us fix the choice of
random variables IF~! = i*"1. 'We then define the subset C' := {iy,4s,...,9-1} € J. This
notation allows us to maintain clarity and enables us to collectively bound the term inside

the expectation for various values of k and %7L.

The term H (A |EQTA;,-A;, 1), will be bounded in two steps. In the first step, we
lower bound it using H (A, |EIzR_1, X1, ),, where R_j, is the dependency breaking random
variable defined with respect to C' in Eq. 6.13. In the second step, we show that it is
possible to approximately simulate the state p A IeR1, X1, E using a quantum strategy for a
single instance of the game, which has high winning probability. This allows us to use the
single-round entropy bound for the 3CHSH, game (Lemma 6.3) to lower bound the entropy

of the answer A;, for the simulated state, and subsequently for p as well.
Step 1: Reduction to parallel repetition variables

In the first step, we will show that
H(A1k|EQ?Ai1'”Aik71[j)P 2 H(A1k|EIkR_IkXIk )P (632)

where R_;, = (2_y,, X¢, Yo, Ao, Be). This is fairly simply. It only requires one to use Markov
chain properties and data processing. Informally speaking, Alice and Bob’s quantum devices
only ever get to see the questions X7, hence, the uncertainty of the answers only decreases

if we change some ;s with X;s. We formalise this argument in the following lemma.

Lemma 6.5. Let pg?XIQ Eup = Poix? ® pgj g be a classical-quantum density operator, where

02 and X? are classical registers and E4 and E are quantum registers. Further, suppose

that Q1 X1 and QX5 are sampled independently, that is, PQ2X2 = PO X1 P23 Xs - If the register
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E 4 is measured according to measurement operators {Af{‘(a%)}a%, which depend only on the

classical register X2, then Q < X1 < QA2E forms a Markov chain.

(0)

Proof. We can write Porx2EAE

as

0 0
Padxisas = 2 Padp(nlen)p(walen) [wiel] © o) p.
wizt
The post-measurement state is
0
pazxzazn = 3, p(ad)p(wilen)p(wsles)[wiet] ® Y lad] @ tre, (A% (ad)pf) ).
2

22
wiTy ay

and

pozxiazi = 3, pad)p(wilen)plwsles) [wizi] @ ad] ® trs, (A7 (a)pfs) )
2

2.2

wixs a1

= 2 pla)p(le)p(w) o] © Rlal o tre, (2 plwake) A7 (a1 )
wiTy ai T2

= Y plxr)p(wilzy) plws) [wizi] ® ) [ai] ®tYEA(Aff‘ZUQ(a?)PgE
w%;m a%

where we define A7, (a?) =3, p(x2|w2)Af2A(a%). This state can also be written as
1

oot = Y p(an) ] @ (zpwxl)ﬂwlu)

® (prz)uwzﬂ ® Ylai] ® tri, (AL, (Dol ) -

This proves that ; < X; < QA?E form a Markov chain in the state PX1 Q1 AZE

O

Note that for the variables in the lemma above, we also have €y < QX1 A1 F < A, using

properties of Markov chains. We will use this fact in the following.

: o — : (0) .
Fix I; =4;. Define C':= C'u {i;}. The state POsQpre Xpr Xpne EaE = PRoiQere XcrXcre ® Ve B

satisfies the conditions for Lemma 6.5. Moreover, the register F, is measured using the

measurement A,»(-), which only depends on X7 to create A}. Therefore, using the lemma
1

above, we have that the state p satisfies

ch <> QC/cXC/AcE <> ACc (633)
= QC' <~ chcXClAcE <> Azj (634)

Since, this is true for every ¢;, we have

QcQ[j <> IjQC/cXcX[jAcE <> A[].. (635)
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This allows us to bound

H(ALELQPAC), > H(ALELQ X0 X1, Ac),
= H(AL|EL Qe X0 X1, Ao),
> H(AL|ELR_1, X)), (6.36)

In the second line above, we used the fact that if A < B < C, then H(A|BC) = H(A|B).
Step 2: Simulating p using a simple single-round strategy

We will now show that it is possible to approximate the state pr,p_ 1, X1, Y1, A, By, E using a
quantum strategy for a single instance of the SCHSH, game, which uses (I;, R_j,) as shared
classical random variables between Alice and Bob. This step is much more challenging
and requires us to use deeper results from | |. We use these results primarily to
show that the random variable R_j; is not too correlated with the answer A;, and hence
H(Ap|EILiR 1, X1,), is large.

Consider Proposition 6.4 applied to the subset C' ¢ J defined above. Let UY 4, and foy
be the unitaries provided by this proposition. Then, we have that

H?Igi )](P%/ HUTE—?@ ® ‘/;"L—ny ® 17 |§)(T_i7l7L)>EAEBE - |&)(T_i7x’y))EAEBEH - 0(51/16/a3)’ (637>

where ¢ is sampled uniformly at random from C¢ r_; sampled from P, and z,y are
sampled from Pyxy. This relation hints at a plausible simulation strategy: Eve samples
and distributes I, R_; and the state [®(-i-t:1)) p o o between Alice and Bob. Then, given
questions x and y during the single-round game, Alice and Bob apply the unitaries UEA;C
and V;”2, to their registers. This allows them to bring their shared state close to the state
|P(r—iv)) p,Egp- Tinally, Alice and Bob use appropriately defined measurements to sample

their answers, simulating a state close to pr,r_; x; v; 4, B, £ through a single-round strategy
J J J J J
for 3CHSH, .

The measurements used by Alice and Bob in this last step are defined as

Ani,x(ai) = Awfi,w(ac)il/z ( Z Awi,w(a?)) Ath(aC)—l/z (6-38)
a?laivac
Bhi,y(bz’) = Bwfi,y(bc)il/Q ( Z Bwuy(b?)) Bw—ivy(b0)71/2 (6-39)
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Single-round protocol for simulating PIR_; X1, Y1, Ar, By B
(1) Eve chooses the random variable I uniformly at random from C*¢, the random
variable R_; according to Pg_, depending on the value of I, and distributes both
of them to Alice and Bob.
(2) Eve distributes the registers E4 and Ep of the state |@:)(“i=ivi))EAEBE between
Alice and Bob.
(3) Alice and Bob play the 3CHSH, game as follows:
(a) Let (i,7_;) be the classical variables provided to them by Eve in the first
step, and let x and y be their questions.
(b) Alice applies the unitary UEAI to her register 4. Similarly, Bob applies
V;PB, to his register Ep.
(¢) Alice and Bob measure their registers with {A,  .(a)}, and {B,_, ,(b)}s to

generate their answers for the game.

Box 6.1

where r_; = (w_;,ac,bc). We state the simulation protocol for the state PIR_1, X1, Y, Ar,Br, B

in Box 6.1. Let the state obtained through this simulation procedure be o.

The proof that the state produced by the simulation in Box 6.1 is close to
PI;R_1,X1,Yi, Ar, Br, E parallels the arguments used to prove | , Lemma 6.2]. We
cannot directly use the results in | , Section 6.1] because they only focus on the
classical distributions of the answers, whereas we also need to take into account Eve’s

partial state.

The following lemma shows that if Alice and Bob share the state @gAEZ% between them
and measure it with the measurements flr_i,x and E,«_i,y, then the resulting answers and

Eve’s state are distributed as in the parallely repeated strategy conditioned on the classical

variables r_;, x,y,a,b. Its proof follows the proof of | , Claim 6.3].
Lemma 6.6. Let pg‘i’x’y’a’b) represent the state p conditioned on the classical variables R_; =

roi, X;=x,Y;=y,A; =a, and B; = b, that is,

pg_i,w,y,a,b) _ E [pg?7y?,a?’b?)] ) (640)

ZB’T’ 7yil’a? 7b§7’|7‘—’i »Z7y7a7b

We have the equality

e, By (Ahi,x(a) ® Behi,y(b)i)g,;%g;gg) = PAiBi|R—iXiYi(a7b|r—i7 Z, y)p(Ehi’x’y’a’b)‘ (641)
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Proof. Using the definitions of ®\~*% A (a) and B, . ,(b), we have
EAEBE s Y

e, (Aro(0) ® By, (0)B44) (6.42)
= | @00 P ey (Ar2(a) ® By, y (D) Aus, (ac) 2 ® By, (be) 12T
Ay w(ac)'? @ B, y(b0)'?) (6.43)
= @m0 b, ( Y Auala)e Y Bw_i,yw?)xp) (6.44)
altlai,ac b2 |bs,be
= H(I)(T_i,m,y)H—Q Z trEAEB ( ‘E Az?(a?) ® |]E By{t(b?)\p) (645)
a’a;,a oY |w-i,x Y lw-iy
Hhe
= [@t-sam| 7 LB > tre,m, (As (al) @ By (b1)W) (6.46)
T1Y1 W= Y gn a;,a
bl?||bi7bg
= Hq)(r_w’y)H_Q I > PA;LBmX{lY;L(a?,b?|x?,y?)Pg?’y?’a?’b?) (6.47)

Ny .
1Yy |w_1,x,y CL?|CL¢,GC
b?|bi,bc

= H(I)(’“—i,x:y)”72 Z Z Pynvn (l.n n|w o )P (an bn|xn n) (2791507 ,b7)
XpY Qo X\ Y |W—iy L, Y ) FAr Brixpyp (A1, 01121, Yt ) PE
xnynan‘a_ac
171 %1 1%

bilbibe
(6.48)
_ (I)(r,i,:ay) -2 P ( n o, n .n bn| ‘ (z7,97,a7,07) 6.49
= XpYrAPBYQ XY \(T1, Y1, a1, 01 W-i, T, Y)Pp (6.49)
YT aflasac
bilbibe

-2
— T—i,%,
= H‘I)( y)H PACBCAZ-B,-KZ_Z-XiYi(aCabCaaiabi|w—i7$ay)

P o g b b (z7.97a7,b7)
Z Z X{LY{LA?B?\Q,iXiYiAchAiBi(xl7y1,ala tw_i, 2,9, ac,bc, ai, bi) py

Yrng
*Pyf atlaac

b7 bibe
(6.50)
i -2 (zn’yn7an7bn)
= |@==Y |7 Pagpoa,sioxivi (ac, be, ai, bilw_i, x,y) K [PE1 e 1]
x?,y{”,a;‘,bﬁr,i,x,y,ai,bi
(6.51)

= Pagpejaixiv:(ac, belw—i, @, y) " Pagpoassijo_s xv; (ac, bo, a;, bilw_;, y)pg”"x’y’a’b) (6.52)
= Py,pr_,xv (a,blr_z, y)ﬂg_i’w’y’a’b) (6.53)

where we have used the fact that Pxrymia_, x,vi = Pxrio x, Prrja_,y; in Eq. 6.46 and the fact

that given the questions the answers do not depend on €2_; in Eq. 6.49. U

Define the auxiliary state 0(©) as

0 < ypamn = . Pr(r-) Py (ey)[ro o, y] ® 94 50y, (6.54)

T—i,2,Y
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One can view this as the state produced when r_; is sampled according to Pg_., x,y are
sampled according to the question distribution Pyy and the state (i)g;E:;yE) is distributed
between Alice, Bob and Eve. We also define 6 to be the state produced when Alice and Bob

use the measurements A, ., and B, , , to measure §(°)

Or.xviaBE

= Z PRfi(r—i)PXY(xW)[[T—hxvy]] ® Z[[a’ b]] ®tre,pp (Ahm&(a) ® Ehi,y(b)é(EtiE"g;?]JE))
a,b

T—i,Z,Y

(6.55)

= Z PR—i(r—i)PXY(xay)[[T—iax7 y]] ® Z PAiBi|R7¢XiY¢(a7b|T—i7 Z, y)ﬂa’v b]] ® pgiimy,a’b)‘ (656)

T‘*Z 7x7y a7b

We will show that 6 is close to both the simulated state and the real state. Using the

triangle inequality, this will imply that the simulated state is also close to the real state.

Similar to 09 above, we also define the state 0(®) after Step 3b in Box 6.1 (conditioned
on [ =1) as
TR xvipam = L Pr )P (el vl © (UFL o Vi) 950 (UF o VL))
T—i,%,Y
(6.57)
The simulated state or_, x,v; 4,5, for I =i is simply the state obtained when (®) is measured

using the measurements A, ,, and B, .

Using Proposition 6.4, it is straightforward to show that for a random 7 € C¢, § and o are
close to each other. The following lemma is essentially a generalisation of | , Claim
6.4].

Lemma 6.7. For the state 0 defined in Eq. 6.55 and the simulated state o (conditioned on
I =1i), we have that

’1 < 0(51/16/053)

EN0r xiviaB.e = R XiviaB:E

where I is uniformly distributed at random in C*©.

Proof. We have that

(0) (0)
1< I? 10%  xviaBsE ~ TR XviEaEsE]

_ 5 (r—isz,y) Ea Ep 5 (i L,1) Eat Ept
a I[EEZ )I(E%/ [H(I)EAEBE - (th‘,ﬂf ® ‘/T'—i:y) CIDEAEBE (Uni,x ® Vr,i,y

< 0(51/16/a3)
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where the first line follows from the data processing inequality for norms, and the last line
follows from Proposition 6.4 and the fact that ¢ - ¢|, <+/2|[[v) - |¢)| for all pure states v
and ¢. 0

Real state of the protocol p conditioned on I; =4 can be written as

PR_;X;Y;A; B;E = Z PR,i(T—i)[[T—z’]] ® Z PXZ-Y,-|R_l-(x> y|7“—z‘)[[1’> y]]

T—4 z,Y

® Y Papir.xivi(ablrzy)[a,b] ® Pg%w’a’b)‘ (6.58)
a,b

Lemma 6.8. The real state of the protocol p (conditioned on I; = i) and the auziliary state
0 satisfy

1< 0(6"2/a?)

E0r_ xviaB.5 ~ PR XA BE

where I is uniformly distributed at random in C*©.

Proof.

1]

I? [HHR—'LXZ‘}/iAiBiE ~ PR_;X;Y;A;B;E

£

ZI?[HPR%PXY—PR%XM

Z Pr_,(r-i) Pxy (z,y)[r-i, z, y] ® pg{éﬁféy) - Z Pr_xy(roiz,y)[r-i,z,y] @ pz(;";g:%y)

T_i T,y T—i,2,Y

1]

Il

<O(8'7[a?),
where the last line follows from the equation after Eq. 88 in | | (setting We to be
the trivial event). O

Lemma 6.9. The state o produced by the single-round protocol for the SCHSH, game in
Box 6.1 approximates the state p. Specifically,

| =05 o).

HPIjR_,]. X1 Y1, A Br,E = OIR_[X[Y;A{BIE

Proof. Using the fact that I; in p is distributed uniformly at random in C*¢, and Lemma 6.7

and 6.8, we have

HPIjRJjXIjYIjAIj Bi,B ~ OIR_;X,Y;A;B/E ‘1 =Elpr.xiviame —or xviasel

< IE: |‘QR4XiY¢AiBz‘E ~ PR_;X,Y;A;B,E |1

< 0(51/16/043)

1+ B0k xiviaip = Or XiviaBE
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where E; represents expectation over I, which is sampled uniformly at random from C°¢. [

Step 3: Bounding H (A |EI;R_;,X;,), using the single-round entropy bound

Using Lemma 6.9 above, we show that the single-round strategy in Box 6.1 has a large
winning probability if p has a large average winning probability. This will be helpful for
bounding the entropy of the answers of the game given Eve’s register while using the

single-round bound in Lemma 6.3.

Let W; denote the indicator random variable for the event that game G; is won by the

players. Since, W; is a deterministic function of X;,Y;, A;, B; we have

| <O(8"%)a%). (659)

|Ppr(WIj) - ET(WIN < HpIJ-R,IjXIjYIjAIjBIjWIjE —OIR_ ;XY A;B/WE

For the state, p, I; is an index chosen uniformly at random in C°¢. Using Eq. 6.26, we have

Pr(W;) > (1 o) =1Cl
p n-|C|
>(1-¢€)(wm—9) (6.60)
Combining this with Eq. 6.59, we get that
Pr(W7) 2wth—0(e+51/16/a3) (6.61)

We now bound H (A |EI;R_;,X1,), using the entropy bound for the single-round 3CHSH,
game. To use Lemma 6.3, we first use the Alicki-Fannes-Winter (AFW) continuity bound
for the conditional entropy | , | to lower bound the entropy on p with the corre-

sponding entropy on the simulated state o
H(AL|ELR 1, X1,), > H(A[|EIR_1X1) - g(O(65/a®))

> F (g0, (PI[V])) = (05" )

S1/16 1
2F(gw,(wth—O(e+(51/16/a3)))—O( - logg)
o
§51/16 1
2 F a 0) - OLF g0 o) 8°)a) -0 (5 0 )

51/16 1
2F(ga7,,(wth))—0(£+ log 5)

v odv

where g(z) = 2xlog(|A]) + (z+1)log(z+1) —-xlog(z) = O (x log %) We use the single-round
entropy bound (Lemma 6.3) for the 3CHSH, game in the second line. This is valid because
in the simulation of o, Eve classically distributes I and R_; to the players, so we can

assume that she also holds copies of these registers. (F o g,, )" represents the derivative of
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the function F' o g,, with respect to w. We have used the fact that F' o g,, is convex and

increasing, and the bound (F o g, ) (win) < O(+) above.

Finally, if we plug in the bound above in Eq. 6.30, we get

t
H(ANEQ), > Y E [H(AL|ELR 1, X,,),]
k=1%

v

t- (F (Jar(wim)) -0 (5 + o log %)) (6.62)

adv

6.6.2. Bounding information reconciliation cost

To take the information reconciliation cost into account, we consider the quantity
H(Aj|BsJ)ppones for the honest protocol (with no Eve) under noisy conditions. We model
the noise between Alice and Bob as a depolarising channel with noise parameter 2Q). If Alice
sends one half of a perfect Bell state to Bob for each round in the honest protocol, then their

shared state is ng"t p  where

NEaEp = (1-2Q) |97} (®*|+2Q75, k5, (6.63)

where [®*) is a Bell state and 7g, g, is the completely mixed state. The noise parameter, Q
can be measured using the qubit error rate through the equation | , Section 4.2.4]

Pr[A+ B|X,Y =(0,2)] = Q. (6.64)

We will assume that @ < 0.1. With probability at least (1 - «)?(1 -v)(1 - @), Alice and
Bob’s answers are equal in every round. Since the shared state is i.i.d, we can simply bound

the entropy as
H(AJ|BJJ),0honest = t : H(A|B)77
<t-h(1-(1-a)2(1-v)(1-Q))
<t-hQa+v+Q)

where the last line is true for o, v, @ € (0,0.1).

6.6.3. Bounding key length

We can now estimate the length of the key produced during the parallel DIQKD protocol

as:

H(AJ|E‘]Q?)I7 - H(AJ|BJJ)phoncst

€ 51/16 1

2t(F(ga,y(wth))_O(;+ logg)—h(2a+1/+Q))

oy
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where ¢ = mn =(n). Note that we can choose wy, close to the maximum probability
of winning so that F o g, ,(ws) is at least some constant, say 3log(2). «,v and @ can be
chosen close to zero so that the information reconciliation term is small. Finally, with these
parameters fixed, we can choose 4 small enough so that the key length is Q(n) and the key

rate is positive. This completes the proxy von Neumann entropy based security proof.

6.7. Security proof

The von Neumann entropy based security argument illuminates the fundamental
mechanism behind entropy accumulation in parallel DIQKD. It demonstrates that Alice’s
answers A; are random with respect to the adversary Eve because, for every k € [t], one can
approximate the questions and answers in the partial state pr,r_ 1, X1, Y1, A, By, 88 the output
of a single-round strategy for the 3CHSH, game, which has a high winning probability.
Now, we need to port the lower bound on the von Neumann entropy of Alice’s answers
to a smooth min-entropy lower bound. To chart the course forward, we can compare this
situation with sequential DIQKD, where Alice’s answers in each round directly result from
a single-round strategy. This direct relationship ensures their randomness according to
the single-round entropy bound. Consequently, when the average winning probability is
high, entropy accumulates across all rounds. The entropy accumulation theorem (EAT)
(Sec. 2.6) serves as the primary information-theoretic tool for demonstrating this accumu-
lation | : ]. We sketched the security proof for sequential DIQKD in
Sec. 2.8.3.

To prove security for the parallel DIQKD protocol, we require a tool analogous to EAT.
Drawing insights from the von Neumann entropy based argument, we can identify key
features necessary for such a tool. The most crucial distinction between the setting for
EAT (Fig. 2.1) and the state p produced in parallel DIQKD is the absence of a sequential
or structured process generating the answers in p. Instead, Alice and Bob produce answers
in parallel using a single measurement channel. The primary source of structure, and the
reason for expecting entropy accumulation, lies in our ability to approximate Alice and
Bob’s questions and answers on round [ along with Eve’s information using the output
of a single-round strategy. Consequently, the entropic tool we employ should not rely on
a sequential structure for the state. Rather, it should demonstrate entropy accumulation
when the partial state of the given state can be approximated as the output of a suitable
channel. These requirements are all addressed by the unstructured approximate entropy

accumulation theorem (Theorem 5.8 and 5.10) developed in the previous chapter.
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Note that we cannot use Theorem 3.12 here. Unlike the unstructured approximate
EAT, this theorem applies only to sequential processes. Moreover, it considers much
stricter channel approximations to the channels M}, forming this process. The unstructured
approximate EAT’s relaxed assumptions come with an inherent limitation: the smoothing
parameter must depend on the approximation parameter. Nevertheless, in our security proof
for parallel DIQKD, this limitation is not significant since we can choose the approximation

parameter using the protocol parameter 0.

In the following section, we apply Theorem 5.10 to prove security for parallel DIQKD in

the one-shot regime.

6.7.1. Using unstructured approximate EAT for the smooth min-

entropy bound

In order to prove security for Protocol 6.1, we need to bound the smooth min-entropy of
Alice’s raw key with respect to Eve’s information, that is, we need to lower bound
anin(AJ|EQ?JTfXSAS)p%F. (6.65)

Recall that J = {Iy, 5+, I;}. For simplicity, for a sequence of variables V;* (like X', A7
etc.) and j € [t], we define the variable

V=V, (6.66)

For example the entropy above in Eq. 6.65 can be written as H<, (Af|EQrIITIXgAg)
We will begin by using the unstructured approximate EAT to prove that

Pl-F "

He (A B XIVITITLEQ ), > QU(1). (6.67)

Through a minor modification of the simulation in Box 6.1, we will show that the states
P A BIXIVITI I B, CAN be approximated by states, which are produced by playing a single-
round 3CHSH, game. This modified simulation is presented in Box 6.2. Let 0(9) denote the

state produced by this simulation.

Claim 6.10. For every j € [t], the state o) produced through Box 6.2 satisfies

‘ <0 (51/16) | (6.68)

a3
Proof. In the first step of Box 6.2, condition on the choice of the indices I7™" = /™", This fixes

the subset C' ¢ J. For this choice of (', consider the state o) -1 produced
I]‘R,[jX[jYIjAIjBIjE‘C:ll

SR C S
ABIX{Y] T/ ITEQ e 7 A BIXITIVITLEQ e
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iij{)gg Vi pae
(1) Eve randomly samples J := {I}, I5,---, I,} € [n] of size t. Define C = I"". She
also samples 77" i.i.d. from {0,1} with Pr(T;=1) = ~.
(2) Eve randomly samples the random variable R_;; = (Ac, Be, Xc, Yo, Qcugiy)e) =
(121{_1,E{_l,X{‘l,?lj_l,QJc,Q§.+1) according to PRJJ, depending on the value of
I.
(3) Eve distributes C,I;, R_, to both Alice and Bob. Call their copies C(A),IJ(A), RE?J,)
and C(B),[](B), Rgi).
(4) Let I; =4 and R_j; = r_;. Eve distributes the registers £4 and Ep of the state
|<i>(“ivivi))EAEBE between Alice and Bob.
(5) Alice and Bob play the 3CHSH, (EAT map):
(a) The questions z and y are sampled according to Pxy and sent to Alice and
Bob.
(b) Let UF4, and V;EZ, be the unitaries defined by Proposition 6.4. Alice

applies the unitary U, , , to her register 4. Similarly, Bob applies V,

Single-round protocol for producing o

to his register Fg.

(c¢) Alice and Bob measure their registers with {A,_, .(a)}, and {B,_, ,(b)}s to
generate their answers for the game.

(d) Alice randomly samples Tj € {0,1} with Pr(7;=1) = 1.

(6) Eve traces over Qz . inher R.p .

Box 6.2

by the process in Box 6.2 before Step 6 (ignoring [; ., and le for now). Observe that this

state is identical to the state produced using the simulation in Box 6.1 for the fixed subset

<0 (51/16) . (6.69)

C. Using Lemma 6.9, we have that

) ) }
IR, X1, Y1, Ar; Br, E|C=i LR, X1, Y1, Ay, B BIC=i] !

a3

Now, in the real protocol the subset C' = If_l is distributed as a random j — 1 size subset

of [n]. This is exactly how I~" are also distributed in the simulation protocol in Box 6.2.

<O (51/16) . (6.70)

Therefore, we have

D _ J(J_')
BB 1, XY, A B B K R.p, X1, Y1, A1, By, E

a3

We also need to incorporate I}, in the inequality above. Let ®: I - I' be the map which

simply reads [ f and randomly samples I; outside this set in [n]. This channel produces the
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correct distribution on It when applied to both Pr and O’(J ) Further, observe that both p
1
< I{ < R_; X1 Y;,A;, B,E. Therefore, using the

data processing inequality for the trace norm we have

and o) satisfy the Markov chains If

(7)
p[R[X[Y[A]B[E OItRIXIYIAIBI

= @ - @ (.7)
H PRt X1y, A1 By B s 1, XV A By E [

< 0(51/16). (6.71)

a3

We can now also consider the last step in Box 6.2 by tracing over Q; .1 This gives us

<0 (51/16) . (6.72)

a3

o o)
Prxivi ABio,cE ™ O pxiviiigio, e

Lastly, we also need to account for le . These are sampled independently in both p and (@)
with the same distribution. Hence, we can account for these simply and the claim follows

from the bound above. 0]

We will now apply Theorem 5.10 to the state p. The approximation chain given by the

simulation procedure in Box 6.2 is useful for this purpose. For j €[], let’s define
EY = ExIlVCWRY and EY = BpIiP PR (6.73)

in Box 6.2 to be the entirety of Alice and Bob’s registers before they start playing the 3CHSH ,
game in Step 5 of Box 6.2. Let M, : E?E’g) - XJ?;Tjﬁjéj be the channel applied by Alice
and Bob in Step 5. This channel samples the questions X ; and )A/J for the 3SCHSH, game,
applies Alice and Bob’s measurements on E~I(4j) and Eg) to produce their answers and also
randomly samples 7. Note that the Steps 5 and 6 commute, so we can change their order
without affecting Claim 6.10. For the following assume that Eve performs Step 6 before
Alice and Bob play the game (Step 5). Finally, let the state U,(:]OZBJ 5 1 B9 B9 e
be the state between Alice, Bob and Eve before the 3CHSH, game is played Wlth these
definitions, we have that for every j € [t]

a(?) AAAAA =M, ( G0) ) (6.74)

J 1BJ 1XJ 1yJ 1T] 1ItE(])E(])EQ
Using Claim 6.10 we further have that for every j € [t]

P &I BIXIVITI I EQ o) i
ge D AIBIXIVITI I EQ e

<e (6.75)

|
2
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for e = O (5;/;6). We choose the testing maps 7; : )A(J}AQTJAJEJ — X%J}Ajéjwj to be the

classical channel which outputs the register W; according to

V(X;, Vi, A, B;)) ifT =1
W, = ( Jr gty ]) J (6.76)
1 if ;=0

We make the following choices in order to use Theorem 5.10,

A; < A;B; (6.77)
B; < X;YiT; (6.78)
X; < W, (6.79)
E < EI'Qy.. (6.80)

Note that the side information X]%TJ is sampled independent of the input state by the
channel M. Lastly, we will condition on the event —F', which is equivalent to the event
freq(W1)(1) > ywu.

We will use Lemma 6.3 to define an affine min-tradeoff function for the channels {M;}%_,.

Fix j € [t]. For an arbitrary state ”%)Egm’ the state vg v 4. g,z = T 0 M; (v(0)) satisfies

vy, =7I1) (1] + (1 -7)10) (0] (6.81)
Further, we can write the output state v on register IW; as
v, = 7(1 = w)[0) (O] + yw [1) (1] + (1 =) [L) (L] (6.82)

for some w € [0,1]. Observe that w here is actually the winning probability of the 3CHSH,
game for the strategy given by the initial state 2(°) and the measurements that comprise the

channel M. Let’s define the function F, , piecewise as

(1= ) F (gaw (£)) i £ € [rmin Wimas]

else

Fou() = (6.83)

%, Wiax = 1 — 2’T\/E(l - «)?v, and the functions F' and g,, are defined

in Eq. 6.3. Using Lemma 6.3 for the state v, we have

where wpyip =1 -

H(ABIEXY), > F,, (vw,(1)) (6.84)

We can transform this lower bound into an affine function by using the fact that Fi,, is
convex and that a convex function lies above its slope. We consider the slope at point ywyy,.

For 0 < < ywmax, we have

Fa,u(m) 2 Fa,u(thh) + Fé,u('ywth) (z — ywin) (6.85)
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= F,, (). (6.86)

We have defined the right-hand side above as the linear function Fa,l,. Note that Eq. 6.82
implies that irrespective of the input state v(®), vy, (L) = 1 -~. So, for any probability
distribution g, such that ¢(L1) # 1 -+, we have that X(¢/M;) = @ (Eq. 5.101). This is
also true for any distribution ¢ such that ¢(1)/y > wpax, which is the maximum winning
probability for the 3CHSH, game. As a result, for the distribution gw,, the function
q+~ F,,(q(1)) is a min-tradeoff function for the channels { M, Yo

One can easily evaluate the derivative of Fi, ,:
1
vy(1-a)

This gives us that HVFQ,,,HOO < O(%), which is required while applying Theorem 5.10.

F(gaslen)) <O(--) (6.87)

Fi () = -

Finally, applying the approximate EAT to the state p as described above, we get that if
Pr(-F) > 24, then

min

L G BRTT0,08), 200 ) st -0 () ) -0y (659

where
§5e(0,1) (6.89)
)
51/16
e:o( - ) (6.91)
1/3 1/3
11 = (4(4\/E+€) log |AHB”‘)§H-))H|T‘) 20(61/6 (log%) ) (6.92)

1/6
p =2, /% =0 (61/12 (log %) ) (6.93)

and € = (1) € (0,1) such that ' +¢ < 1.

In Appendix D.3, using standard techniques, we derive a bound for the entropy of Alice’s
raw key with respect to Eve’s information, Hgi(f,)(AHTH{Q?EXSAS)MJ from the bound
above. We use the fact that if the 3CHSH, games are won with a high probability, then
Alice’s and Bob’s answers have a small relative distance. Consequently, Alice’s answers alone

possess high entropy relative to Eve’s information. We account for the information disclosed

Gt Pr(-F) < 2u, then one can show that the secrecy condition for QKD is satisfied for a security
parameter greater than 2u (Eq. 2.60)

154



during the testing procedure, Xg and Ag, by applying a straightforward dimension bound.

Through these arguments, we prove that:

HES (AJTTI EX s As) . — leakin

>t ((1 - ) F (gap(win)) - O (ﬂ) -2h(2(rv+a+4d1)) - 2log |.A|7) -0(1) (6.94)
vy
where leakg is the information reconciliation cost, d; € (0,1) is a small parameter and the

rest of the parameters are defined and chosen as in Eq. 6.93.

We can make the lower bound above at least % t@ by choosing wy, such that
Gap(win) ~ 0.84 (the winning probability of the CHSH games). This choice results in
F(gap(win)) 2 310%5(2). Note that this winning probability threshold is sufficiently below
the maximal winning probability to allow for a robust implementation that accounts for
experimental imperfections. We can further choose a@ = v = v = §; = 1073, With these
choices, the combined terms aF (g, (win)) +2h(2(v + a +6)) + 2ylog|A| sum together less
than 0.1log(2). By choosing ¢ small enough, the term O (f—f) can be made smaller than
0.1log(2) and the security parameter i/ can also be made small enough. Once we fix a value
of 0, we obtain a fixed small key rate (> %ﬁ?\%)
parameter given by the corresponding value of p/. It is important to note that one limitation

in this example) for a fixed security

of our approach is the interdependence of the key rate and the security parameter. We have
essentially proven that the protocol is O(e,) secure for a rate Q(el92). Consequently, if one

wishes to make the security parameter smaller, they must also reduce the key rate.

6.8. Conclusion

In this work, we have developed an alternative approach to proving the security of
parallel DIQKD. This approach is based on using results from the work on parallel repetition
for anchored games to break the multi-round parallel strategy used by Alice and Bob’s
quantum devices into multiple approximately single-round strategies. We can then prove
that entropy accumulates in this protocol using the unstructured approximate EAT. Our

approach yields a more information theoretic and general proof compared to those presented
by [ ] and | ].

However, a major drawback of our technique is that it couples the key rate of the
protocol with the security parameter. The most important and immediate problem arising
from this work is whether this dependence can be broken. We expect that it might be

possible to use stronger properties of testing in the unstructured approximate EAT to break
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this relation. We believe that efforts to enhance the performance of our entropic method to
match and potentially surpass that of | | and | | could reveal deeper insights
about approximation chains. Furthermore, it would also be interesting to explore whether
the results and techniques employed in this chapter have implications in the broader context

of parallel repetition.

At a broader level, whether we can improve the rates of parallel DIQKD to match those
of its sequential counterpart still remains an open problem. Given the complexity inherent
to general non-local game and their parallel repetitions, it seems unlikely that one can match
the performance of sequential DIQKD without relying on specific properties of the underlying
games. A promising direction could be to select or engineer these games such that the parallel
key rates approach those of sequential DIQKD. For example, certain games like XOR game
satisfy strong parallel repetition | |, that is, the strategy of playing each game in
the parallel repetition independently using the optimal strategy yields the optimal winning
probability. It’s conceivable that for a similar class of games, Eve’s optimal attack in parallel
DIQKD might be constrained to be i.i.d. or close to it. Finally, we note that proving the
security of parallel device-independent randomness expansion still remains an interesting

open problem.
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Chapter 7

Exploring further. ..

In each of the chapters, we have discussed the immediate questions and research directions

emerging from the work presented. In this chapter, we broaden our focus to explore

approximation chains in the wider field of quantum information and how our work may

impact their analysis.

(1)

Imperfections and leakage in cryptographic protocols: Incorporating
imperfections and leakages into security proofs is crucial for analysing real-world
implementations of quantum cryptographic protocols. We previously highlighted
this while motivating the development of the first approximate entropy accumulation
theorem in Chapter 3. The unstructured approximate EAT presented in Chapter 5
may prove more suitable for analysing imperfections, provided one can utilise
additional testing to decouple the smoothing parameter from the approximation
parameter in this theorem. Exploring the application of these theorems to prove
the security of cryptographic protocols under imperfections and leakages represents
a promising line of research. Furthermore, it would be valuable to understand the
tradeoffs and assumptions required for such proofs in comparison to other recently

developed tools for similar tasks [ , ]

Parallel repetition based proofs: The arguments and techniques de-
veloped for analysing parallel repetition and decomposing parallel proto-
cols | , , ] are incredibly strong and general. In this thesis,
we use them for proving the security of parallel DIQKD. Additionally, variants of
these arguments have been successfully used to establish direct product results in
communication complexity | , , , ]. We have also been

able to leverage the parallel repetition argument to provide an alternative proof for



the strong converse of classical channel capacity | ]. The general quantum

problems for both these tasks remains an open problem.

Given the generality of parallel repetition techniques, we expect these to serve
as important tools for tackling such problems. As we saw in Chapter 6, one
of the main components of these arguments is the development of a structured
approximation chain, which is easy to manipulate. We anticipate that the tools

developed in this thesis will facilitate the application of these techniques in the future.

Fault-tolerant channel coding: This direction once again explores protocol
performance under error conditions. While calculating the communication capacities
for quantum channels, the quantum gates implementing encoders and decoders
are assumed to be noiseless. However, this is an unrealistic assumption, especially
for near term quantum devices. Research on fault-tolerant channel coding aims
to use fault-tolerant computation techniques developed for quantum computing to
communicate information over quantum channels with noisy local quantum gates,

achieving rates close to the capacities with noiseless gates | , ].

The techniques for analysing approximation chains might prove useful for these
problems as well. Under certain conditions, it may be possible to view the states
produced by the encoders in these problems as an approximation chain (or a similar
construct) of the perfectly encoded state. For instance, consider a scenario where
the encoder produces a state on registers X', and on each register Xy, the state
produced is almost perfect. In this case, it might be possible to demonstrate that the
information-theoretic distance between the real and ideal state is ~ ne. Then, the
entropic triangle inequality could be used to prove that the decrease in the amount
of information communicated with the real states is also ~ ne, which would further

imply that the rate decreases by ~ e.

Analysing infinite-dimensional protocols: Cryptographic and communication
protocols are often implemented using optical signals, which are represented by
infinite-dimensional Hilbert spaces. A common strategy for reducing the analysis
of such protocols to the finite-dimensional case involves using a large projector to
project the signal onto a finite-dimensional space (see, for example, | D).
However, if there are n signals communicated during the protocol and the truncation

causes a deviation of € from the real protocol for each signal, then the protocol with
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the truncated signals will be ne far from the original implementation. Similar to the
problems addressed in this thesis, it is generally preferable to treat such a linearly
growing term as an information or entropy loss rather than see it added to the proto-
col error. It is seems that such an analysis can be modelled using an approximation
chain, and that the techniques presented in this thesis would be beneficial in these

contexts as well.
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Appendix A

Appendices for Chapter 3

A.1. Entropic triangle inequalities cannot be improved
much

In this section, we will construct a classical counterexample to show that it is not possible

to improve Lemma 3.5 to get a result like

6II

Hyyin(AIB)y > Hiyin (AIB)y = O(Diyasc(pln)) (A1)

min

!

where €, ¢’ > 0 and the constant in front of D¢,
and |B].

(plln) is independent of the dimensions |A|

Consider the probability distribution p4p where B is chosen to be equal to 1 with prob-
ability 1 - ¢ and 0 with probability ¢, and A is chosen to be a random n-bit string if B =1
otherwise A is chosen to be the all 0 string. Let E be the event that B = 0. Then, we have

1 1
< = —
PABIE = p(E)pAB EI?AB

min(A|B)p = ’I’LlOg(?) (Where
(A|B)p; = log L. =0O(1) (independent of

1-¢

or equivalently Dpax(papellpas) <log % In this case, we have H¢

we are smoothing in the trace distance) and H¢

min

n). If Eq. A.1, were true then we would have

1 "
nlog(2) - O (108 - ) < Hi(AIB)p - O(Dine(pasisllpas))

< Hin(A|B)y, = O(1)

which would lead to a contradiction because n is a free parameter, and we can let n - oo.



The same example can be used to show that it is not possible to improve Corollary 3.7

to an equation of the form
H(A|B), 2 H(A|B)y = O(D(plln)).
For p = Pg and n = P, such a bound would imply that
0> (1-¢e)nlog(2) - 1og%

which is not true for large n.

A.2. Bounds for Df of the form in Lemma 3.14 neces-
sarily diverge in the limit a =1
Classically, we have the following bound for Rényi entropies.

Lemma A.1. Suppose € € (0,1], d > €'/2, and p and q are two distributions over an alphabet

X such that 5 ||p - q|, < € and Dyax(pllg) < d < o0, for a >1 we have

Da(plla) € ——log ((1+ Vo)™ (1 - 2/6) + /D). (A2)

In the limit, o - 1, we get the bound

D(pllg) < (1-2v/e)log(1 +/e) +2v/ed. (A.3)

«

Proof. Classically, we have that the set S := {x € X : p(z) < (1 +/e)g(x)} is such that
p(S) >1-2./c using Lemma 3.8. Thus, for a > 1 we have

reX zeS x¢S Q($
<DL+ pla) + 3 e Dp(a)
zeS ¢S

= (1+V/e)*!p(8) + e Up(5°)
< (1+\/E)a—l(l_Q\/E)+€d(a—1)+l\/E
where in the second line we used the definition of set S and the fact that Dy« (p|lq) < d, in

the last line we use the fact that since d > /e > log(1 + \/€), the convex sum is maximised
for the largest possible value of p(.S¢), which is 2\/e. The bound now follows. O

We observed in Sec. 3.4.2 that the bound in Lemma 3.14 for Df tends to oo
as a — 1 for a fixed ¢ > 0. One may wonder if a bound like Eq. A.3 exists for
limg_1 D (pllo) = D(pllo) | |. We show in the following that such a bound is not
possible.
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Suppose, that for all € € [0,a) (a small neighborhood of 0), 1 < d < oo, states p and o,
which satisfy 1 [p- o, <€ and p < e?o, the following bound holds

D(pllo) < f(e,d) (A.4)

where f(e,d) is such that lim..o f(e,d) = £(0,d) = 0 for every 1 <d < oco. Note that the upper
bound in Eq. A.3 is of this form. It is known that for pure states p, D(p|lo) = Duax(pl|o).

We will use this to construct a contradiction.

Lemma A.2. YV For a pure state p = |p) (p| and a state o, we have

f)(pHU) = Dmax(pHU) = <P| 0! |p> .

Proof. First, we can evaluate D as

Dpllo) = tr (plog (p2o~'pt )
tr (1p) {pllog (o) (pl o 1p) (pl))
(

g(p

tr (|p) (ol log({pl o' 1p)) |0} {pl)
=log (plo~"|p).

Next, we have that

Dinax(pllo) = log HU’%W’% _

= log o~ |p) {plo3 | _
=logtx (0% p) (ol 0%
=log (plo™" |p).

To obtain a contradiction, let € € [0,a?). Define the states

pi=10)(0] = (3 3)

o¢= (V1=€[0) + Ve[1)) (V1= €]0) + Ve[1))!

:( 1-¢ 6(1—6))
Ve(l—e) €
ge:=(1-0)al+0p

(D This lemma was pointed out to us by Omar Fawzi.
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i ((1 —)(1-8)+5 (1-8)\Je(1- e))
(1-0)\/e(1-¢) (1-0)e

where {|0),[1)} is the standard basis and § € (0,1) is a parameter, which will be chosen later.
Observe that F(p,o.) = (eo,0ceo) = 1 —€(1-0), which implies that 3 [p- o], < /€ €[0,a).

For these definitions, we have

o1 - 1 (1-0)e —(1-9)\/e(1-¢)
© (1-0)0e\-(1-0)\/e(T-€) (1-€e)(1-08)+6

which implies that D(pllo.) = log s using Lemma A.2. We can fix § = {5. Note that
D(plloe) > 0 is independent of e. Now observe that if the bound in Eq. A.4 were true, then
as € > 0, D(plloc) = log(10) — 0, which leads us to a contradiction. Thus, we cannot have
bounds of the form in Eq. A.4 (also see | ]). Consequently, any kind of bound
on D, or D¥ which results in a bound of the form in Eq. A.4 as a — 1, for example, the

bound in Eq. A.2, is also not possible at least close to o = 1.

It should be noted that the reason we can have bounds of the form in Lemma 3.14,
despite the fact that no good bound on D =lim,_1 D¥ can be produced is that D¥, unlike the
conventional generalizations of the Rényi divergence, is not monotone in « | , Remark

3.3](otherwise the above counterexample would also give a no-go argument for D# ).

A.3. Transforming lemmas for EAT from H. to H)

We have to redo the lemmas used in | | using H/, because we were only able to
prove the dimension bound we need (HL(A|BC) > HL(A|B) - 2log|C|) in terms of HJ

Lemma A.3 (| , Lemma 3.1]). For pa,a,5 and op be states and a € (0, 00), we have

the chain rule

Da(pa,sllLa, ®5) = Dalpa, .58l 14,4, ®5) = HL (A2 A1 B), (A.5)
where the state va, 4,5 is defined as
1 , L a
2 - 2
(pAlBUBa pAlB)
VaB = 1 1 \@
tr (pleaéa pjllB)

1 1
— 1,2 2
VAlAgB = VAprA2|AlBVAIB
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Corollary A.4 (Chain rule for A}, | , Theorem 3.2]). For a € (0,00), a state pa, 4,8,

we have the chain rule
HY(A1As|B), = H (A1|B), + H.(As| A1 B), (A.6)
where the state v, a,p s defined as
1 , L «
(ﬂiprBa pth)
VaiB = 1 1 \@
tr (pithBa pihB)

1 1
e 1,2 2
Va1A2B = Va4, gPAs|ABV 5, B

and o = 2=,
[0

We can modify | , Theorem 3.2], which is in terms of H}, to the following, which is

a chain rule in terms of HJ. The chain rule in this Corollary was also observed in | .

Corollary A.5 (Chain rule for H}). For a € (0,00), a state pa, 4,5 and for any state op
such that HY(A1|B), = ~Du(pa, 5|/ 14, ®5), we have

ﬁgé(AlAﬂB)pZHg(A1|B)p+I~{é(A2|A1B)V (A?)
where the state va, 4,5 is defined as
(pleJ;—f"pth)

VAaB = N 1 a
5 a3
tr (pAlBUB pAlB)

1 1
e 1,2 2
yAlAQB T VAprA2|AlBl/AlB

and o’ = =L For a € (0,00), state pa,a,p and any state op such that HL(A,A|B), =
_Da(pA1A2B|| ]1A1A2 ®GB); we have
H!(AAs|B), < HY(A1|B), + HL(A|A,B), (A.8)

where the state v, a,p s defined the same as above.

Proof. Let o be a state such that H}(A;|B), = ~Da(pa, 5|1 ®5). Then, using Lemma A.3,

we have
FI(I{(AIA2|B)P 2 _Da(pA1A2B|| ]1A1A2 ®UB)
= —Du(pa,sll 14, ®5) + H (A5|A1B),
= H\(A1|B), + H(A2|ALB),
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for v, 4,5 defined as in the lemma. Similarly, if HL(A,As|B), = ~Da(pa, .8 14,4, ®5),
then

Hl(A1As|B), = =Da(pa, a5l L4, 4, ®05)
=—Do(pa,s||1a, ®5) + H . (Ay|A1B),
< HL(A1|B), + HE (Aol A1 B),
for v4, 4,5 defined as in the lemma. O

We transform | , Theorem 3.3] to a statement about H. in the following.

Lemma A.6. Let « « [%,oo) and pa,a,B,B, be a state which satisfies the Markov chain

Ay < By < By. Then, we have
Hg(A1A2|BlB2)p > FI&(A”Bl)p + Hylf ﬁi(AﬂAlBlBQ)V (Ag)

where the infimum is taken over all states va, a,B,B, such that Va,p, a,B, = PAsBs|A, B -

Proof. Since, p satisfies the Markov chain A; < B; <> Bs, there exists a decomposition of

the system Bj as | , Theorem 5.4]
B =@a;ec
jeJ
such that
PAB1By = @p(j)pfhaj ® Pc;B,- (A.10)
jed

Let J’ ¢ J be the set {j € J : p(j) > 0}. Note, that we can replace J by J’ in the above
equation.
We can define the CPTP recovery map Rp,- 5,8, for pa, B, 5, as
Rpy-p5,(X) = @ tre, (I, ® I, XTI, ® 1., ) @ e, 5, (A.11)
jed

where II,, ® Il is the projector on the subspace a; ® ¢;. This recovery channel satisfies

7331—>3132(pz‘115’1) = PA1B1Bs- <A12)

We can now show that the optimisation for the conditional entropy HY(A;|BiB,), can be
restricted to states of the form Rp, 5,5, (05,). This follows as
HY(Ai|B1Bs), = sup ~Da(paspims| L4, ®5,5,)

9B By

< sup _Da(RB1—>B1BQ ° trBQ (pAlBlBQ) ||RB1—>BlBQ © trBz (]lAl ®O_Ble))
9B1 By

=sup _Da(pA1BlB2” ]1141 ®R31—>3132 (031))

O'Bl
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< sup _Da(pA1BlBQ|| 1141 ®03132)
9B1 By

= H](41|B1Bs),

where the second line follows from the data processing inequality for D, for a > %, the

supremum in the fourth line is over all states on the registers B; By,and the last line simply
follows from the definition of H}(A;|B;B,),. As a result, it follows that

ﬁg(A”BlB?)P = Sup _Da(pAlB1Bz|| ]lAl ®RB1—>BlB2 (031)) <A13>

O'Bl

Let O0B1By = RB1—>BlBQ (7731) be such that ﬁg(Al'BlBQ)p = _Da(pA1BlB2|| ]lAl ®0'3132). USiIlg

Corollary A.5, for this choice of op, ,, we have that
H&(A1A2|BlBg)p 2> ]‘TI&(A”BlBQ)p + Hé(AﬂAlBlBQ)V (A14)

where the state v4, 4,5, 5, is defined as

1 , 1 o
2 - 2
PA,B1B:% BiBoP A1 By By

VA1B1B, = T 1 @
tr (pihBlBg Ufa?jzagpihBle)
1 1
VA1A3B1 By = leBlngA2|A1B1BQthB1B2'

We will now show that v4,p,4,8, = PAyBs|4, B, - For this it is sufficient to show that

1 1 1 1
2 2 — 5 2 2
VAlBlyAlBlBQ - pAlBlpAlBlBQ'

We have that

0B1By = RB1—>Ble (7731)

= @trcj (Haj ® HCjT/Bll_‘[aj ® ch) ® pchz

jeJ

= @Q(j)waj ® Pc; By
jed

where we have defined the probability distribution q(j) := tr(Il,, ® Il.,np,) and states

Wa, =

ﬁl’[aj tre, (chnBIHCj) o, for every je J.
Since Do(pa, 5,8,/ 14, ®5,5,) = —~HL(A1|B1By), < log|A;| < 0o, we have that
pAlBlBQ << ]lAl ®O—BIBQ

= @ p(j)pAlaj ® Pc;Bs < ]1A1 ® @ Q(j)waj ® Pc;Ba
jeJr jeJ

=for every j € J': paq, < 14, ®w,, and ¢(j) > 0. (A.15)
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This decomposition can be used to evaluate vy, g, 5, as follows
1 (2 ;L «
v - 2 o 2
A1B1 B2 N (pA1B1B2 BIBQpA1BlBQ)

1 a
= (@p(y) Phsa, ®pc]B2®q(]) “w, ® p; 32@19(3) /)Alaj ®p§j32)

jeJ’

= N(@p(])q(y) pAla] o pAla] ®pij§;)

jeJ’

- N D r()* () (pAlaJ Wa PAWJ) ® pe; B

geJ’

1 1 a
o 2 -a’ 2
for N :=tr (IOA13132 o5 B, pAlBle) . Further, we have

1 1
T2 2
YaB VA1B1B2

_a
2

" QJGBP(J) Sq() (pAlaJ Wa, pAla]) ® pe,

M\H

1

@p(])w(]) 2 (p o 3 )2®p2
NQ ng/ A1a] (l] Ala] CjBQ

O _11
— 2 52
6;’ (pAlaJ (l] pAlaJ) ® pcj pCjBQ
je

= @10141(1] ®pcy chBg
jeJ’

1 L1 \Y
where in the last line we have used that the projector (pjhajw;ja pjhaj) is equal to the

projector p%laj for every j € J’ (here PV is the projector onto the image of positive semidefinite

operator P). This can be seen since for every j € J’ we first have

1 S 1 ‘
im (pjlajw;jo‘ pjhaj) cim (paa,)- (A.16)

Second, we have that Eq. A.15 above implies that w), p%aj = pOAa]_ for every j € J'. Now, for

j € J" we have the following inequality
1 ;1 1 0
2 - 2 2 2
(pAlajwaj pAlaj) Z m (pAlajwaijlaj)
= mpA1(l]'

where m > 0 is the minimum non-zero eigenvalue of w;j_a'. Finally, raising the above to the

power of 0 (this action is operator monotone)

1 , 1 0
(pzlajw;? pzlaj) Z p(.]Alaj' (Al?)
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Eq. A.16 and A.17 together imply that for j € J’

1 1 0
2 -’ 2 _ 0
(pAlajwaj pAlaj) - pAlaj'

Finally, we have that

1 1

-1 1 1 -1 _1 11 1
PAB Py BB, = E@p(]) 20 pra, ® Pe) E@p(])wiw ®p;.p,
geJ’ JeJ’

101
— 0 2,2
- @pAlaj ® pcj pc]-Bg'
je

This proves that

1 1 1 1
3 3 _ "3 3
VaiBiYA,BiB, = PAB.PA, BBy (A.18)

and hence

1 1 1 1

I 3 -3
VA3B3|A1By = VA B VA, B BoVA2|A1B1 BV A, B B,V A1 By

1 1 1 1

_ 5 2 2 2 T2
- pAlBlpAlBlBgpA2|AlBlBQPAlBlepA1B1

= PA2Bs|A1 By

where we have used the fact that v,4,,B, = P44, 8,8, and Eq. A.18. We can now modify
Eq. A.14 to get

f{gé(AlAﬂBlBQ)p > FI(L(A1|BlB2)p +inf F]é(AﬂAlBlBQ)V

where the infimum is over states v such that va,p,4,8, = pa,B,a,B,- We can use the data
processing inequality to get
Al (A1|B1By), = HL(AB1B2) Ry, s,
> H\(Ai]B1),.

(pABl )

Together with the above inequality this proves the lemma. 0
We will use the following modification of | , Corollary 3.5].

Corollary A.7. Let Mp_.a,p, be a channel and pa,a,pB, = M(p)y, 5 r) such that the
Markov chain Ay <> By <> By holds. Then, we have

ﬁg(AlAﬂBlBg)p 2> [:[(L(AﬂBl)p + lgf ﬁé(AﬂAlBlBQ)M(w) <A19)

where the infimum is taken over all states wa,p,r. Moreover, if p'y p p is pure then we can

restrict the optimisation to pure states.
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Proof. The proof is the same as , Corollary 3.5]. We include it here for the sake of

completeness.

It is sufficient to show that for every state v such that v, p,4,8, = Pa,B,|4, B, there exists

an wy, g, r such that v, a,5,5, = M(w). For such a v, we can define
1 L1 11

— 2 2 / 2 2
wRAlBl - yAlBlpAlBlpAlBlRpAlBlVAlBl

which can be seen to be a valid state and also satisfy va, 4,5,8, = M(w). O

A.4. Dimension bounds for conditional Rényi entropies

Lemma A.8 (Dimension bound). For a € [3,00], a state pa, a,p, the following bounds hold

for the sandwiched conditional entropies
H},(A1|B), ~log |As| < Hi(A1As|B), < H (A1|B), +log| Ay
H!(A|B), - log|As| < H! (A1 As|B), < HL(A1|B), +log|As,|.
For a €[0,2] and a state pa,a,p, the following bounds hold for the Petz conditional entropies
H} (A1 Ay|B), < HY(A1|B), +log| A,
H\(A145|B), < H] (A1 B), +log|As|.

Proof. For the sandwiched conditional entropies, we simply use the corresponding
chain rules (Corollary A.4 or Corollary A.5) along with the fact that for all states v,
HY(A3|A1B), € [-log| Ay, log|As|] | , Lemma 5.2].

For the Petz conditional entropies, we will make use of the Jensen’s inequality for oper-
ators | , Theorem V.2.3]. Suppose, { |el)}‘lf1| is an orthogonal basis for the space X.
Then, we have for a positive operator Pyy and « € [0,1]

RY

try P)Oéy = Zﬂy®<€i|X P)a(Y 1Y®|€i>X
i=1

x| “
|X|(Z |X| ]ly® e,|XPXy]ly®|eZ) )
_ X[ P (A.20)

where in the second step we have used the operator Jensen’s inequality with the operators
|X]
{m Iy ®e;)x } along with the fact that the map X ~ X@ is operator concave. For

i=1
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a € [1,2] and positive operator Pxy, we can use the same argument as above and the fact

that X —» X is operator convex in this regime and derive
trx Pgy > | X[ P2, (A.21)

To prove the dimension bound, observe that for a positive state op and « € [0,2], we have

B 1 a -«
_Da(pA1A2B|| ]]‘AIAZ ®UB) = 1 log tr (pAlAgBUlB )

-

1
T log tr (tl“A2 (P%AQB) U%a_a)

1 l-a o 1-a
< - 10gtr(|A2| PA,BOB )
= =Da(pa,sl|1a, ®0p) +log|As|.

We can now take a supremum over op to prove the dimension bound for H] or choose

op = pp to prove the dimension bound for HL. O

The following lemma was originally proven in | , Proposition 8]. We reproduce

the proof argument here.
Lemma A.9. Forace [%, oo], a state papc, we have

H!(A|BC), > H!(AC|B), - log|C| (A.22)
and for a € [0, 2]

A (A|BC), > H(AC|B), - log|C]| (A.23)

Proof. By the definition of the sandwiched conditional entropy, we have

O (AIBC) = sup  -Du(papclla®nse)
nceD(BC)
. 1o
> sup —Du|papc||la®— @15
npeD(B) C|

= sup -Dy, (papc||Lac ®ng) -log|C|
npeD(B)

= H\(AC|B) -~ log|C]|

where we simply restrict the supremum in the second line to states of the form ngc =np® %C'

to derive the inequality. The same proof also works with H/ entropy. 0

The following lemma was originally proven in | , Proposition 3.3.5].
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Lemma A.10 (Dimension bound for conditioning register). For a € [1,00] and a state papc

we have
H(ABC), > H!(A|B), - 2log|C|. (A.24)
Further, if the register C' is classical, then we have

H!(ABC), > H!(A|B), -1log|C!. (A.25)

Proof. This bound can be proven by combining Lemma A.8 and Lemma A.9. In the case that
C'is classical, we have the inequality HL(AC|B), > HL(A|B), [ , Lemma 5.3]. O

A.5. Necessity for constraints on side information size
for approximate AEP and EAT and its implication
for approximate GEAT

It turns out that it is necessary to place some sort of bound on the size of the side
information for an approximate entropy accumulation theorem of the form in Theorem 3.12.
The following classical example demonstrates this. This example also demonstrates the
necessity for a bound on the size of the side information in an approximate asymptotic

equipartition of the form in Theorem 3.11.

Let there be n rounds. For k € [n], the map M, : A¥' » A, B,C). This map sets the
variables as follows:

(1) Measure AY¥~! in the standard basis.

(2) Let Ag €g {0,1} be a randomly chosen bit.

(3) Let Cj =0 with probability § and Cj = 1 otherwise.

(4) In the case that Cy = 1, let By €g {0,1}" be a randomly chosen n-bit string.

Otherwise, let By = A¥Ry., where Ry is an (n - k) bit randomly chosen string from

(0,1,

Let M), be the map which always chooses By to be a random n-bit string. It is
easy to see that in this case, we have Hpyn(AY|BTCY) My ooy = nlog(2) whereas
HY (AYBECT) myy oom (1) = O(1) even though for every k € [n], the maps My, are e—close
in diamond norm distance to the maps Mj. This proves that a bound on the size of the side
registers is indeed necessary for approximate entropy accumulation. We show these facts

formally in the following.
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Lemma A.11. Suppose ®: R - A and ®': R - A are two channels which take a register R
and measure it in the standard basis and map the resulting classical register C to the classical

register A. Then, for every prr, we have

|®(prer) = ® (prer)l, < | Pie - Picl,

(A.26)

where P§. and ijé are the classical distributions produced when the maps ® and P’ are

applied to the state prpr Tespectively.

Proof. Let {|c) (c|}. represent the measurement in the standard basis. Since, both the chan-

nels first measure register R in the standard basis, they produce the state
per = le) {cle ® trr (|c) {clg prrr)

=Y. p(c) e} {clc ® pric

1
()
action of channel ® on register C' can be represented using the conditional probability dis-

where we have defined p(c) = tr(|c)(c|p pr) and pgi = trr (Jc) (c|r prrr). Now, the

tribution pi‘ o and the action of channel ®’ on register C' can be similarly represented using
p%c. We can define the states
Pher = Y Phic(ale)p(e) |ac) (ad ® prie
ac

Phcr = Y, Phc(ale)p(e) la.c) {a,cl ® prie.

Note that tre (phop) = ®(prr) and tre (pf;'CR,) = ®'(pgr). Further, we can view the R’
register of p% . and Pi/c s being created by a channel which measures the register C' and

outputs the state pg. in the register R’. Therefore, we have

|®(prR) = ' (PRE) ||1 < HP%CR' - pi,CR’ 1

<o - phe

:”PEC_PE(IJ

1

L
O

We can use the above lemma to evaluate the distance between the channels My and M.
Using the above lemma, it is sufficient to suppose that the input of the channels are classical.
We can suppose that the registers A~ are classical and distributed as PAllc—l. Let Pprp,c,
be the output of M, on this distribution and @) Ak B, ¢, be the output of applying M}.. Then,

we have

= X Plaf ) P(ax) P(er) | Poys o, - O,
k

a1,CE

HPA’kack - QA’kaCk 1
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)

€
1 + 5 HPBHaIf,ck:O - QBk

- S PGt ) P() ((1-5) [Pt e - 2

< Z;P(alf’l)P(ak)e

ay

=€

where in the first line we have used the fact that A, and C} are chosen independently with
the same distribution in both the maps and the fact that By, is chosen independently in M},
for the third line we have used the fact that By is independent and has the same distribution

as Qp, when ¢, = 1. Since, this is true for all input distributions, we have |Mj - M}]|, <e.

Now, let Ranprcn be the probability distribution created when the maps Mj, are applied
sequentially n times and Sarpncr be the probability distribution created when the maps M,
are applied sequentially n times. Since, By, and C}, are independent of A;, in the distribution

S, we have
Hyin (AT|BTCT) s = nlog(2).

We will show that HS, (A7|BFCT)r = O(1) as long as € < 1. Let [ := 2logZ. Let E be the

event that there exists a k > n—1[ such that Cy = 0. For our choice of [, we have p(E) > 1-¢.

Lemma A.12. Let Pap be a subnormalised probability distribution such that A = f(B) for

some function f (that is, P(a,b) >0 only if a= f(b)). Then, HS, (A|B)p <log tr(P)+\/Z'

Proof. Let P}, be a distribution e-close to P in purified distance. Then, it is v/2¢e close to

P in trace distance. We have that

e—Hmin(A‘B)P, = Pg,uess(A|B)
> ;PAB(f(b%b)
> 3 Pas(f(b),5) ~V2e
b

= tr(P) - /2¢

which implies that Hy,(A|B)p < log tr(P)l_ NS Since, this is true for every distribution
e-close to P, it also holds for H¢. (A|B)p. O

We then have that
He (AT BECOT) R < Hin (AT BECT A E) g
< H (AT BICY A E) g + Log(2)
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1
<log————— +1log(2
8 (B v 8(2)

1
<log——— +1log(2
TR g(2)

<llog(2) +1og8/3 =0(1)

where in the first line we have used | , Lemma 10] in the first line, dimension bound
(can be proven using Lemma A.8) in the second line, Lemma A.12 in the third line and the
fact that p(E) >1-¢€.

Also, note that the example given here satisfies

<€

||PA§B§cf = Py1geoi1 Pay B,

for every k. This also proves that a bound on the size of the side information registers

(BrCy here), as we have in Theorem 3.11, is necessary for an approximate version of AEP.

Further, this example also rules out the possibility of a natural approximate extension to
the generalised entropy accumulation theorem (GEAT) | ] where the maps M,
M, and the maps M, satisfy the non-signalling conditions because one can write the entropy
accumulation scenario in the form of a generalised entropy accumulation scenario where Eve’s
information contains the side information BFFE in each step. Thus, it would not be possible
to prove a meaningful bound on the smooth min-entropy without some sort of bound on the

information transferred between the adversary’s register F; and the register R;.

A.6. Classical approximate EAT

We present a simple proof for the approximate entropy accumulation theorem for classical

distributions. This result requires a much weaker assumption than Theorem 3.12.

Theorem A.13. Let panpre be a classical distribution such that for every k e [n], and
ab 1 vht and e

(k)
HpAkBk|ak 1 bk 1 quBk|CLk 1 blc—l76

Eak)mk-l ooty = qu )|bk 1, or equivalently q®) satisfies the
1 07 €

Markov chain Ay < BY'E < By. Also, let |Ay| =|A|, |Bx| = |B| for every k € [n].

<e (A.27)

oo

where |v|, = max;|v(i)| and the q

Then, for ¢ €(0,1) and a € (1, 1+ m), we have that

HE, (AY|BYE), Zlan(Ak|BkAk 'BITE) )

q k-1 k-1
AkBk\Ak Lpk-1p A[" By E
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“n(a-1)log? (2|A|+1)——nlog(1+e|A||B|) 90(61). (A.28)

where go(x) := —log(1 -V 1-22). The infimums are taken over all possible input probability

distributions.

For o = 1+ /e (assuming /e <1+ m), and using o < 2 and log(1 + z) < z as long
as x > (0, the above bound gives us

HE, (A2|BIE), > meH(Ak|BkAk 'BYE)

AkBk\Ak Lgk- 1pdak-1pk-1g

—nv/e (log®(2|A| + 1) - 2|A||B]) - 90(63 (A.29)

(k)

Proof. For every k € [n], we modify qA BulAb 1B to create the distributions T Ay B AE B

which are defined as follows

(1) Choose a random variable Cj, from {0,1} with probabilities <1‘+’?ﬂﬁg|ﬁ, 1+‘Al”B|€).

(k)

A Byl AE B else choose

(2) If Cx = 1, then choose random variables Ay, By using ¢
Ay, B, randomly with probability W

That is, we have

() L w . Bl
B BB T ] Al Ble AnBul At B E T T LA Ble P
where u 4, g, is the uniform distribution on the registers A; and Bj.
For every k,at!, 0571, and e, we have
(k)
ko1 — <
||]?A]€Bk|alf l’blf 1’6 quBk|alf_17b11€_1»e (o) =€
=>p k=1 ph-1 , < q(k) +el
AkBk|CL1 7b1 e — AkBk‘alf_lybe_l,e A By,
(k)
= pAkBk.|a’f’1,blf’1,e < qu;Bk‘a]ffl,blffl,e + €|A||B|uAkBk
= Pu gkt o < (1+|A||Ble)r®
AgBglai~t b7 e = ApBy|AF1BE1E
Define the distribution
n
“T1,®
Note that for every k, a1 %, and e, we have
T k-1 ghe1 p (bea¥ o te) = ;q(k) (b|ah 10k 1e) + S —
_ - = k— fo—
Bl By BATREL T 1+ |A||Ble 'Belaf B BT T 1+|A||Ble
1 (k) €
= — (Db le) 4 ———
1+ |A||B|quk|Bf 1E( o) 1+|A||Ble’
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DPEE <
My My —— ... —I M,

B EAB
= EA2B? EAV1B

SN N AN

A] B] A2 B2 An Bn

Fig. A.1. Setting for classical EAT
which implies

TBk|Bf‘1E(bk’b]1€716) = Z rA’f‘1|Bf‘1E(a]1€71|b§716)er\A§‘1Bf‘1E(bk|allfilb’1€71€)

ak-
1

= 3 (@) (e ® (e
=R 1+|A||Ble 'BslBI ' E 1+|A||Ble
1

= ’f’Bk‘AichquE(bk|a]1€_lblf_1€).

Thus, for every k € [n], r satisfies the Markov chain A¥! < BF¥!E < Bj. Further, we have

parpre(al, by, e) = HpAkBk|A’f-l,Bf-1,E(aka bela™", b5 e)pe(e)
k=1
(1+¢A|B)" Hr(’“) o p(an, bilal ™ B e)pi(e)

ApBy|A¥1,BFLE
= (1 +€lA||B))"ranpyre(al, by, e)

which shows that Dmax(pA;LB{LEHTA{LBILE) < nlog(l + €|AHBD

The distribution TAnprE Can be viewed as the result of a series of maps as in Fig. A.1.
We can now use the EAT chain rule | , Corollary 3.5] along with | , Lemma
B.9] n-times to bound the entropy of this auxiliary distribution. We get
HL(AYBYE), >y, inf  HY(AWBRAY'BY'E)

1 ok q k-1 gk-1
k:IqA’f Lph-1p AkBk|Ak Lpk-1pdaf~1Bi~1E

> inf  H(AKB AT 'BY'E) @) ~n(a-1)log*(2|A| +1)

k=1 ak-1pk-1p AkBk|Ak 1ph- 1pdak-1pk-1p
& 1
> f  ————H(ABAT'BI'E
kz—:l(q/lk 11I113k 1 1+ |A||B| ( kl k ) quk)BklAk lBk 1EqA’flelf*1E
€
+ ———— log|A| | - ~1)log?(2|A| +1
e o) e - Do @l )

> Z inf H(Ak|BkAk lBk 1E) (k)

quAk lBk 1g AkBk\Ak 1Bk 1g

—n(a-1)log*(2|A| +1)

q pk-1pgk-1
Al B1 E
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for a € (1, 1+ m). In the third line, we have used the concavity of the von Neumann

(k)
Ay By|Ak-1Br-1E"

o €,0
mln(An|BnE)p 2 HT (AﬂB?E)T - —DmaX(pA?B?EHTA?B?E) - M
a-1 -1

entropy along with the definition of r Using Lemma 3.5, we have

Z ut H(Ay| BT B B) o

g pk-1gk-1
AkBk|Ak Lpp-lg AT "By E

-1

—n(a-1)log*(2|A| +1) - ﬁnlog(l +€¢lA||B|) -
A.7. Lemma to bound distance after conditioning

The following lemma relates the distance of two states conditioned on an event to the

distance between them without conditioning.

Lemma A.14. Suppose pxa = X e D(2) |[2) (2| ® paje and pxa = Y e () |2) (2] © paje are
classical-quantum states such that § |pxa — pxal, < €. Then, for v € X such that p(z) > 0,

we have
2¢

Hpm pa), < ) (A.31)

Proof.
1 . 1 o\~
5 lexa=pxaly =5 2 |p@)pa = (@)pa], <e
reX
This implies that for z € X
1 N~
B Hp(l“)PApE —p(fﬁ)pA\le <e

and

1 -

Slp(@) - pla) <e.
Using these inequalities, we have

p(z) L p(x)
z HpAp; PA\le <3 |[Pal T )Pk 2 ‘ (@) |,
11 1 1 .
= )2 |p(2)pae = 5(x) pare |, + * ey 2 M) )l
2e
~p(x)
O
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A.8. Proof of approximate EAT with testing
To prove Theorem 3.18, we follow | ], which is itself based on | .

Proof of Theorem 3.18. Just as in the proof of Theorem 3.12, we define

MG = (1= 6) M}, +5 M, (A.32)
for every k and the state
OAPBPXTE *= Mi 00 M‘f(pfa?(fE : (A.33)
so that for # > 1 and ¢; >0, we have
Do (papspxpelloayspxpe) <nzg(e,0) + %- (A.34)

Define dg := nzg(e,d) + %. The bound above implies that there exists a state panprxrp,

which is also classical on X}* such that
P(panprxpe, parppxre) < €1 (A.35)
and
parprxrp < €0 anpnxnp. (A.36)

The registers X" for p can be chosen to be classical, since the channel measuring X" only
decreases the distance between p and p, and the new state produced would also satisfy
Eq. A.36. As the registers X7 are classical for both o and p, we can condition these states
on the event Q. We will call the probability of the event 2 for the state o and p Pr, () and
Pr;(€2) respectively. Using Lemma A.14 and the Fuchs-van de Graaf inequality, we have

~ €1
P n n n n n n S 2 . A.-37
(PA1 BPXPE|Qs PAYBY X E|Q) Pr,(Q) ( )
Conditioning Eq. A.36 on (), we get
P;r(Q)ﬁA;‘B?X{’Em < el Pr(Q)oarsyxpei- (A.38)

Together, the above two equations imply that

90(61) PYU(Q)
5-1 8B (@)

(A.39)

D (payppxpealloay prxp ) <nzs(e d) +

for €5 := 2, /Prstﬂ)'

For €3 >0 and « € (1,2), we can plug the above in the bound provided by Lemma 3.5 to

get

€2+e: n| RN ] n|Rn o
H d(Al |Bl E)Pm 2 ng(Al |Bl E)U\Q - mn%(e, 5)

min
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_ ﬁ ( log Ei:gg; +g1(€3,€9) + Oégo_(ef)) . (A.40)

Now, note that using Eq. 3.65 and | , Lemma B.7] we have
H(AYBYE) o = HL(ATXT| B E) g, (A.41)

For every k, we introduce a register Dy of dimension |Dy| = [emx(/)-min(f)] and a channel
Dk . Xk - Xka as

Di(w) := > (z|wl|z)|z) (2] ® 7, (A.42)
where for every xz, the state 7, is a mixture between a uniform distribution on
{1,2,- | |emax(/)=f(%) |} and a uniform distribution on {1,2,--- ,[em&x(N-1G)]}  so
that

H(Dy)r, = max(f) - £(5,) (A43)

where 0, is the distribution with unit weight at element z.

Define the channels My, := Dyo My, M} := Do M}, and M? := Do M3 = (1-8) M} +5M,,
and the state

_ - - 0
Garspxpope = Mb o MJ(pl) ) (A.44)
Note that G arpnxnp = canprxne. [ , Lemma 4.5] implies that this satisfies

HY(AYXT|BY E)oy, = HL(AVXT|BYE)s,

> AL(AYX] DYBY E) s, =~ ma Ho(D7)s (A.45)
For 27 € (), we have
Ho(D})ay < H(DD s,
k=1
= ) max(f) - f(ds,)
k=1
=nmax(f) - nf(freq(z7))
<nmax(f) - nh. (A.46)
We can get rid of the conditioning on the right-hand side of Eq. A.45 by using | ,
Lemma B.5]
. - 1
H (A} XTDY|BYE)s, > HI(ATX] DY|BYE); - — (A.47)

a-1% Pr,(Q)
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We now show that the channels /\;l;C satisfy the second condition in Theorem 3.12. For an
arbitrary k € [n] and a sequence of channels N; € {M;, M!} for every 1 <i <k, let
Naspixipin = My o N+ o N1 (pl)).
For this state, we have
I(AF'DY ™ By Bi'E), = I(A¥ ™' : By|BY¥'E), + I(D{™" : By|AY'BI'E),
=0
where I(A¥! : Bi|B¥'E), = 0 because of the condition in Eq. 3.74, and I(D}¥! :
Bi|AY 1B IE), = 0 since XF! and hence DY! are determined by Ay'Bf~t. This im-
plies that for this state A¥1DF ! « BF1E « By, Thus, the maps M;, and M/ satisfy
the conditions required for applying Theorem 3.12. Specifically, we can use the bounds in
Eq. 3.59 and 3.63 for bounding a-conditional Rényi entropy in Eq. A.47
H(A{XTDY|BYE)s
> HL(ALD}| B E)s
> Z inf  HY(ArDy| BiRior) oy o) - nlog<1+5(e ~t210g(|AIDIIBI) _ 1)) (A.48)

k=1“Rp 1Ry

The analysis in the proof of | , Proposition V.3] shows that the first term above can be

bounded as
" inf }Il (Aka|BkRk 1)/\/[’ (w)
Rp_1 Ry
—1)log(2 2
> Max(f) - % (tog(21AP + 1) +log(2)y/2+ Var(f)) - (a-1)°K,
(A.49)

Combining Eq. A.45, A.46, A.47, A.48 and A.49, we have
~ -1)log(2 2
HI (AT XT|BYE)sy, > nh - % (10g(2|A|2 +1) +log(2)\/2 + Var(f)) -n(a-1)%K,
o “Lalog(|AID]1B]) _ @ 1
a_lnlog(1+6(e 1)) (x—llogPrU(Q)'
(A.50)

Plugging this into Eq. A.40, we get
_ 2
HE (A7|BYE) > nh ~ w (log(2/A? + 1) + log(2)y/2 + Var(f)) - n(a - 1)°K.,

L a=19(log(|A||B|)+max(f)-min(f)+1) _
a_lnlog(1+5(e 1))

«

1 1 ago(€r)
1 .
1n25(6 J) - pomc] (a 0g —————— P, () -6 +g1(€e3,€6) + 51 )

(A.51)
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where we have used Pr;(Q) > Pr,(Q) - € since 5 |p-p|, < P(p,p) < e1. Note that the

probability of 2 under the auxiliary state o cancels out. O

190



Appendix B

Appendices for Chapter 4

B.1. Proof of Theorem 4.3

In this section, we formally prove the lower bound on the smooth min-entropy required
for the security of QKD in Theorem 4.3 using the entropy accumulation theorem (EAT).

In Section 4.3 (Eq. 4.22 and 4.23), we showed that p’X?e?A? = pxrenarjo and oxperan =

®n
(ﬁgﬁgﬁi) is such that

1

2
€
/ ~ f
5 |[Pxpepay ~ PX{Le’fA’fIQHI <5 (B.1)

and

1

P (B.2)

Dinax(pxnenanlloxpeyay) < nh(e+0) +log
Fix an arbitrary strategy for Eve. Let ®qkp : XTOT AT — X{‘Ylnf(gé‘f@?(:)’fSTE be the map
applied by Alice, Bob and Eve on the states produced by Alice during the QKD protocol.
In order to prove security for the BB84 protocol, we need a lower bound on the following

smooth min-entropy of ®qkp(p)
Hrynin(XleTQ?@Tll)q’QKD(ﬁ)m

for some v > 0. In | , Appendix A], it is shown that it is sufficient to show a lower
bound for the smooth min-entropy of the final state of the protocol conditioned on the event
T” when the protocol uses perfect source states. The arguments mentioned there are also

valid for our case, which is why we bound the smooth min-entropy

Hi(Xs| ETOTON) a (5)



in Theorem 4.3(%).

Using the data processing inequality and Eq. B.2, we see that

Dinax(Pqkp (Pxpenan)[Paxp(oxperap)) < nh(e+0) +log (B.3)

1
Pr, () -¢,
Note that (bQKD(p/X;L@;L A?) and ®qkp(oxrenar) are the states that are produced at the end
of the protocol if Alice’s source were to produce the states pyngn4n and oxnenan respec-
19141 17177
tively. The states @QKD(,O’X?G? A?) and ®qkp(oxrerar) also contain all the corresponding
classical variables as the real protocol state QDQKD(ﬁXf@? A?|Q). In particular, the event Y”

is well-defined (defined using classical variables) for both of these states.

Using Lemma A.14 and Eq. B.1, we have that the final states conditioned on the event
T satisfy

2

€
f
< 1 B.4
1~ Pr,(Y7]Q) (B-4)

1 _
3 H Pk (Pxpepay)oars — Lok (P’Xf@;LA’; e

where Pr;(Y"”[(2) is the probability for the event Y for the state (DQKD(ﬁXiﬂ@’iIA?‘Q)(Q). Using

the Fuchs-van de Graaf inequality, we can transform this to a purified distance bound

/ 2
P @ 0 nEnN AN A II,@ ,n naAn " S sEE— . B5
( QKD(PX1 elAl)\Q T QKD(K)X1 ®1A1)|T ) Prﬁ(T”|Q)6f (B.5)

Let d := Dmax(d)QKD(p’XIl@?A?)||<I>QKD(UX{L@?A71L)). We have proven an upper bound on d in
Eq. B.3. By definition of D,,,,, we have

Pqp (P’X{L@;LA;L ) < ePqkp (oxrenan).
Conditioning both sides on the event T implies that
IZ,I‘(T")@QKD(pIX{LG’fA? )\T" < ed EI(T")@QKD(UX{L@?A? )|T”

where Pr,(Y") and Pr,(Y") are the probability for T” for the states CI)QKD(PIX?@? A?) and

Pokp (o xner A?) respectively. Therefore, we have

Pr, (1)
/ —_oN" /
Dinax (@i (Pxpenan ) e l|Pakp (o xpepap ) ) < d +log Pr, (T7)°
(D The arguments in | , Appendix A] can also be modified to show that it is sufficient to show that

Pr(Y")

‘pf(AE, -TK, ® pé, . is small, where K 4 is Alice’s key and p/ is the state produced at the end of

the protocol conditioned on not aborting, to prove the security of QKD.

(2)We abuse notation while writing the probability this way since the state it is evaluated on is
@QKD(EX{»@{LQ?‘Q), while we simply use the subscripts p for P. We also write probabilities this way for
the state ¢QKD(p3(?@?,Q?,) and ®qkp(oxrergn). This is done for the sake of clarity.
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1
Together, with Eq. B.5 for €p, = (m)2 €¢, we have that

Pr, (1)

Pre (T (B.6)

Diiax(®qip (pxrenar) ot ||Pokp (o xnenan ) < d +log
Let €1, €9,€3 > 0 be arbitrary parameters. We have

Hepa+€1 +2(€2+€3) (XS|E@?(:')?T)<I>QKD(I_7)\QAT"

min
_ prepatert2(eates) v nQn
= Hmin (X1 |E@1 Of T)‘I>QKD(,5)|Q/\’I‘”

2 H:Ii?:q (X?Yln|E@?9?T)¢QKD(5)\QAT" - Hl’ifax(}_/ln|X{LE®?@?T)‘I>QKD(ﬁ)\QAT” - 390(63)

2 Hrerfi?:q (X?Y/ln|E6?@?)¢QKD(5)\QAT" - lOg ’T| - Hlfr?ax(}71”|X{LE@?@?T)©QKD(ﬁ)m/\“r" - 390(63)
(B.7)

where in the first line we have used the fact that given ©7 and ©7, one can figure out the
set S and then X7 = Xg(L)ge (see Table 4.1 for definition of the registers), in the second
line we have used the chain rule for smooth min-entropy | , Theorem 15] and in
the last line we have used the dimension bound. We have used the chain rule here to reduce
our proof to bounding an entropy, which in the perfect source case, can be bound using

entropy accumulation | , Section 5.1].

Now, we can use Lemma 3.5 to derive

H;f;:rel (X?Yln | INCIICH ) QqQrD (P)|anr

> HL(XTYTEOTOT ) (o) rn

o’ pa _ g1(€1, €pa)
- —— Diiax (@arp (pxrengn )t || Poxp (0 xrengn ) rr) - —
a-1 a-1
2 H:L(X?Yln|E®711@Tll)<I>QKD(U)\T"
o o Pr,(T")  g1(€1,€pa)
- d- 1 - B.8
a-1 a-1 OgPrPI(T”) a-1 (B-8)

Thus, we have reduced the problem to lower bounding a-Rényi conditional entropy for
the QKD protocol in Protocol 4.1, where Alice’s source produces noisy BB84 states. We
can bound this conditional entropy using the entropy accumulation theorem. The only
difference in the following arguments from | , Section 5.1] is that we need to employ

entropy accumulation for a-Rényi entropies (also see | ).

Firstly, note that we can use source purification for the state ®qxp(c), that is, we can
imagine that the state ®qxp (o) was produced by the following procedure:
(1) Alice prepares n Bell states (®* fﬂj e
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(2) For each i € [n], Alice measures the qubit A; in the basis ©;, which is chosen to be Z
with probability (1-u) and otherwise is chosen to be X. The measurement result is
labelled X;.

(3) She then applies the 2(e + §)—depolarising channel to each of the qubits A; for i € [n]
and sends them over the channel to Bob.

We can imagine that the source state is prepared in this fashion. The initial state for EAT
will be represented by the registers fl’fA’fE, which contain the state produced after Eve
forwards the state produced above by Alice to Bob. We can now define the EAT maps
M;: A?A? - AZlAﬁlXﬂ_/i@i@iCi, where the registers ©; and (:)Z are produced by randomly

sampling according to the probabilities in the protocol, X; and Y; are produced according

to the measurements chosen in the protocol and the source preparation procedure above,
and C; is defined as in Table 4.1.

Note that by conditioning on the event Y, we are requiring that ¢ = freq(C7') satisfies
q(1) < ep? It is shown in | , Proof of Claim 5.2] that there exists an affine min-
tradeoff function f, such that C7* given T satisfies f(freq(C?)) > (1-2u+ p?)log(2) - h(e).

Using the entropy accumulation theorem | , Proposition 4.5], we get

Q 1

7 vy n naon Oé_— 1
H(XTYTIEOTOT ) aqun (o) 2 (1 =20+ 17) log(2) = h(€)) - n——=V? = ——log Pr, (1)

(B.9)

where V' := 2[[V f[| ] + 2log(1 + 2|X[?) = ;% log %¢ + 2log(1 + 20X2)® and 1 < < 1+ 2.
Combining Eq. B.8 and B.9, we get

et (X{L}_/l” | E@?@? ) Qqkp (P)joAT

min

a-1 o o 1 91(61763)
2 (1 =2p+ %) log(2) = h(€)) = n—= V2 = —md = log e = 2
P
a-1 o - 1
2 (1= 2+ %) log(2) = h(e)) = n—=V* = =nh(e + 0) =~ log o Q) -€
p qu
o« 1 log 1 - 91(61,€1pa)
L TP () - ey T

>n((1-2p+p?)log(2) - h(e)) - naT_1V2 - %nh(e +9)

_L(l 1 +1)_M (B.10)

a-1 OgPrP(Q/\T”)—Qegu a-1

(31t should be noted that this term can be improved using [ ]-
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where we have used Eq. B.1, €; = 2\ / 50 (Q), Pr,(QAY") =Pr,(Q) Pr;(Y"”|2) and Pr,(2) >
Pr,(QATY") > 2¢%, to simplify the result. It should be noted that the probability Pr, (") of
the auxiliary state cancels out. Since, we restrict € and § to the region, where h(e+9) < %,

we can choose

Q= 1+2—'2h‘§6+5) (B.11)

which gives us the bound

Hin ' (XPYTIEOTON ) aqun (e 2 (1= 241+ *) log(2) = h(e) = V/2h(e + 6))

1% 1 g1(€1, €pa)
- Io w1 - Ll y
\/Zh(e+5)( Pr, (U T") 26 ) 2v/2h(e +6)

We also need to bound Hj ax(Y”]X”E@ on T)<1>QKD(p)mAr~ in Eq. B.7. The bound and the
proof for this bound are the same as in | , Claim 5.2]. We have for € (1,2) that

(B.12)

Hix (Yln |X{LE@?@711T) QqkD (P)joAr
< Hg (Yi'|e7ey

max

)q)QKD(,E)\Q/\T”

- A go(e€2)
< H% (Ylnl(a?@l )<1>QKD(5)|QAT” +

B-1
1 90(62)
7L (Y|enér &
E( | )q)QKD(p) 6 _ 1 Prp(Q/\ T") "
5 (-3 O B L 90(62)
1 P en en B
= 3.1 ogen% (67,67 )e MR T Gy T
171

where the first line follows from the data processing inequality for the smooth max-entropy,
second line follows from Lemma 2.23, third line using | , Lemma B.6]. Let the random
variable Z denote the number of i € [n], such that ©; = ©; = 1. Then, we have the following

inequalities for the first term in the bound above

(1—%)1?% (Apleroy) 3

IN

Kb

log 3, Py )l PV
0" 9”

log ). (Z)/fz(l —p2yrlioh):
z=0

log Z (67, 8”

ot 9" -1

-1
:nﬁéllog(l—/fﬁLe(l ll*);f)
—n,u2 B-D (e(l_ - 1)
<n,u2(1+ (5;1))



where we use Zyn 5. to denote the fact that the value of random variable Z is fixed by 67
and 67, in the second line we transform the expectation over 07 and 67 into an expectation
over Z, in the third line we use the binomial theorem, in the fourth line we use the fact that
In(1+z) <z for all z > -1, and in the last line we use the fact that e* < 1+z+22 for x € (0,1)
and that for 8> 1 the term (1 - %) lies in this range. Thus, we get that for € (1,2),

€ | Y n nQaQn 2 (/6_1) 2 5 1 90(62)
o VAT EOTOTD e oo <10+ =520+ 57 108 5y + 75

Choosing =1+ % and using the coarse bounds 1 < 3 < 2, gives us

€ V| Y n nQn 1
He o (Y7 XTEOTOTT ) auen () pen S 2+ /10 (u2 +2log Pr (AT + 90(62)) . (B.13)
Combining Eq. B.7, B.12, and B.13, we get
Hepa+61+2(62+63)(Xle@?é?T)q)QKD(ﬁ)mAT”

min

>n((1-2p)log(2) - h(e) - u*(1-1og(2)) - V/2h(e+6))

1 v 1
- 2,%2log ———— - 1 1
ﬁ(“ T QAT +g°(€2)) 2h(e+5)(0g Pro(QAT") - 26, )
91(617613&) V—10g|T|_390(63) (B14)

2\/2h(e+0)
where the parameters €1, €5, €3 > 0 are arbitrary, and
266 1/2
€pa = 2 — T .
Prﬁ(Q A T”)

. ’ ' . .
For an arbitrary € > 0, we can set ¢; = § and € = €3 = § to derive the result in the

theorem.
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Appendix C

Appendices for Chapter 5

C.1. Additional lemmas

The following lemma provides a tighter bound for the distance as compared to Lemma 5.3.
It is proven in | , Lemma B.3]. We could replace the use of Lemma 5.3 in Theo-
rem 5.8 and 5.10 with the following. This would slightly improve some constants. We use
Lemma 5.3 instead for notational clarity, since we do not need to keep track of the additional

unitary introduced in the following lemma.

Lemma C.1. For a normalised state pap and a subnormalised state pap such that

P(pag,pap) <€, there exists a unitary Ug on the register B such that the state
1277 ~=1/2~  ==1/277f 1/2
nag = py Uspy' pasby’ Ubpy (C.1)

(,5_31/2 is the Moore-Penrose pseudo-inverse) satisfies P(pap,nap) < 2¢. Note that if pg is
full rank, then ng = pg.

2. Let |p) 45 be an

Proof. Note that since pap is normalised, we have F(pap,pap) >1-¢
arbitrary purification of pap. Let Up be any unitary for now and let nsp be defined as in
Eq. C.1 above. We will choose Ug so that F'(pap,nag) is large.

Observe that the pure state ) ,pp = p}B/QUBﬁ;/Z |P) upg is a purification of n4p. Using

Uhlmann’s theorem | , Theorem 3.22|, we have

F(pap:nas) 2 | {pln) [

2
~ 1/2 ~—1/2| ~
= \(Mﬂé Uspp! Ip)]
2
1/2 ~—1/2 ~
= ‘tr(pB/ Uspy' pABR)’



= |tr(UBﬁgzp}g/2)|2 :

Say the polar decomposition of ﬁ}gﬂp]l_f =Vp ﬁle/ijl3/2|. We can now select Up to be V;, SO
that
2
- _1/2 1/2
F(pag,nan) 2 (¢ |5 pif?|)
= F(pB,pB)
>1-¢ (C.2)

where we have used F(pg, pg) > F(pap,pap). Further, we have

P(pap.naB) = \/1 - F.(paB,naB)
< \/1 - F(pap,naB)

<e.

Using the triangle inequality, for this choice of Ug, we get
P(pa,na) < P(pap, pas) + P(pap,naB)
< 2e.

O

C.2. Classical approximate chain rule for the relative
entropy

Lemma C.2. Let p and p' be probability distributions over X. Then, for a function f: X —

R, we have

Exp [ ()]~ Exop [£(0)]] € max| ()] [p - '], (€3)

Proof.

Exp[f(X)] = Exop[f(X)] =1 3 p(2) f(2) = 3 p'(2) f(2)]

reX reX

=2 (p(x) - p'(2)) f (@)

reX

<Y (@) - P @I (@)

reX

!
< max (@) Ip ',
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We will call the following lemma an approximate chain rule for the relative entropy. It allows
us to switch the probability distribution pap in the term D(pag||psgais) of the chain rule
for D(pagllgar) to D(p)5llPq418), where p ~. p’ while incurring a penalty which depends

only on the size of the register A.

Lemma C.3. Suppose that § >0 and qap is a probability distribution over AxB such that for
all a,b e AxB, we have q(alb) > 6. Then, for 0<e< 3 and ap'yp such that 5 |pap - Pz, <€

we have that

D(pABHQAB) < D(Z?BHQB) + D(p;xB”P},eQA\B) +2(€,0) (0-4)

where z(€,0) = h(2€) + 6elog 5 + 4elog |A|. Equivalently, we have

D(pagllgas) < D(psllgs) + inf  D(hpllPEeas) + 2(¢,0) (C.5)

I’y g—panl, <2

Proof. 1f supp(pp) ¢ supp(gp), then the right-hand side is infinite and the identity is
trivially true. We suppose supp(pg) S supp(gg) here on.

We will show that for every p', 5, which is e-close to pap the right-hand side in Eq. C.4

is greater than the left-hand side. Classically, we have the chain rule

D(pasllgan) = D(psllgs) + Epps[D(pajsllgas)]- (C.6)

Note that both the above terms are finite (g(alb) > ¢ is given). We will bound
maxy D(pap||qap) and then use Lemma C.2 to create a bound for the expectation in terms

of p’. For a given b € B, we have

DGl = Y aal) log 5505
<[ ptab) tozp(al)| +| Y p(alp log s
= H(AIB =b),+ Y p(alh) log i
<log(JA]) + log %
Now, using Lemma C.2,
B [D(psl40)] < By, [D(pasllans)] + 2¢ (log(|A) +1og 5 ). (C1)
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Finally, we need to change the pup in D(pas|lqas) to p:4|B.

1
D(papllgap) = —H(A|B =b), + Eapa, [log (J(TV?)]

<-H(AB=b)y+h (% HpA|b —p’A|bH1) + % HpAlb _p/AIbH1 log(|A4])
+Ea,, [log q(T1|b)] " HpA‘b _p:‘”le 1og%

= DGypllan) + b (5 [pan ], ) + 3 [oan - ], (21085 1080140

where we used the Fannes-Audenaert continuity bound | , Theorem 11.10.2] and

Lemma C.2 in the second line. Taking the expectation over p;, we get
Ep.p, [D(pasllgas)]

<Ep.y, :D(p’ABIIqAB) +h (% |pais —p’A|3H1) + % |pais —p’A|3H1 (2 log% + log(IAl))]

r 1 1 1
< B, [Dysllns)] + 1 (5 Ioispain = wsol,) + 5 Iphpam =i, (2108 5 +10g 4

r 1
<Epoy, -D(p’A|BHqA|B)] +h(2€) +2¢ (2log 5T log |A|)
1

5 +log|A|)

= D(Papllppaas) + h(2e€) + 2¢ (210g

where we have used the fact that if [pap —p's5/, <€, then HpjgpA‘B —p;lBHl < 2¢. This can
be derived using the triangle inequality. Putting this in Eq. C.7, we get

!/ !/ 1
Ep-ps [D(Paipllgain)] < D(piapllpaan) +h(2e) + Gelog = + delog | A|.

Therefore, using Eq. C.6, we get

! ! 1
D(pasllaas) < D(psllas) + D04 s|lP5a418) + h(2€) + 6610g5 +4elog | Al

O

C.3. Markov chain condition for all input states implies
independence

In the following lemma, we show that if all outputs of a channel satisfy a certain Markov
chain condition with the reference registers, then under some dimension constraints the
output of the channel is independent of the input. Due to this fact, we choose to state the
unstructured approximate EAT using the independence condition for the side information

(Eq. 5.72). We expect that this lemma can be improved further.
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Lemma C.4. Let A, B and R be registers such that |A| = |B| and |R| = |A||B|. Let M: R - C
be a channel such that for all input states pff])SR the output papc = M(p©®) satisfies the
Markov chain A < B < C. Then, we have that M(Xg) = tr(X)we for some state we.

Proof. Since |R| = |A||B|, we can view R as the registers A’B’, where A= A and B’ = B. We

can construct the Choi matrix of this channel as
Japc = M(|®) (@] p4p) (C.8)

where |®) is used to denote the unnormalised maximally entangled state, i.e., |®) 4545 =
Yanlab) 45 lab) yp = [P) 44 ® |P) g and M is viewed as a channel from A’B’ - C. Since,
all outputs of M satisfy the Markov chain A < B <> C, we have that

Jasc = JaJ5' Jpc
e tp AT s - M(Li®[0) (0],,)
=14 M(74 ®|P)(D|55/) (C.9)
where 74 = |A|7! 14 is the maximally mixed state on A’. Let’s define N': B’ > C' as
N(Xp)=M (14 ® Xp/). (C.10)
Since, the Choi matrix is unique, we can see that
Mupoc=Npcotra. (C.11)

Let Wap be the swap unitary matrix, i.e., Wy p/ |ab) = |ba). Then, note that for all input
states paparpr, the output M(WA’B’pABA’B’WLBI) satisfies the Markov chain A <+ B < C
according to the hypthosis in the lemma statement. In particular, we can carry out the
above argument using the channel M(Wa/p: - le, ) and that gives us that there exists a

channel N _ - such that for all operators X 4/ p/
MWap XusWhp) =Ny (tra(Xap)) (C.12)
which implies that

M(XAIBI) = _/\[’ [N (trA/(WA/BIXAIBIWJ‘,B,))
:Nf4’—>C (tI‘B/(XA/B/)) (Cl?))

Using Eq. C.11 and C.13 for X5 = 04 ® 0 where o4 and opr are arbitrary states, we
have that

Nprc(op) =Ny (o) (C.14)
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which implies that both of these must be equal to a constant state. Let’s call the state wc.
Using the fact that M is trace-preserving, we then have that Map c(Xap) = tr(X)we.
OJ

C.4. Proof of unstructured approximate EAT with test-
ing

We follow the proof in | ], which is itself based on | .

Using the orthogonal projectors defined in Eq. 5.100, further define the orthogonal pro-
jectors on the registers A¥BY
(alby) . i (a;) (bs)
s = @ (m” e 11”) (C.15)

for every a¥,b%. Together these form a measurement on the registers A¥BY.

We will also need the definitions of the following simple properties of the min-tradeoff

functions for our entropy accumulation theorem:

max(f) := max f(q) (C.16)
min(f) := rgleiﬂmn f(q). (C.17)

For an affine min-tradeoff function, and any two distributions ¢, ¢» € P, we have
[f(q1) = f(@)| < [V flloo 1 = g2l
<2|Vflw
which implies that max(f) - min(f) <2|Vf]..-

Proof. We first define the sets

) ) (ay0}) (at0})
a9
for every 0 < k <n. It should be noted that each of these sets is a unital algebra, i.e., a vector
space over the field C closed under the matrix product containing identity 1 4xprp. It is also

easy to see that
Ae® 1L, By, = {XA’fB’fE ® La Byt Xarprp € Ak} S Api1 (C.19)

tra,p, (Ax) = {XA’flefflE : XAIfBIfE € -Ak} S Ay 1. (C.20)
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Finally, it should be noted that for all operators X AkBEE € Ay, we have
trXf OEO---oﬂ(X):X. (021)

The above equation in particular implies that one can measure a state in A, using the chan-
nel 7 o---oT; without disturbing the state. All the auxiliary states defined during this proof
will be contained inside an appropriate set Ag. Noting that these sets are, in fact, an al-

gebra will make it easier to see this. For example, observe that each partial state p i prp € Ay

Case 1: To begin, we restrict our attention to states p AR BPES which have full rank. Let

v €(0,1) be an arbitrarily chosen small parameter. For every k € [n], define the states

~(k,0 3 ~(k,0
p;lf—zB{g—lERk = (1 - V)p;]f_zB{c_lERk + I/TAIf_le_lERk (022)
z(k,1 ~(k,0
p1(4’f‘1)B{“‘1Xf‘1ERk = Tgp0-0 ﬂ(p;/f-l)B{e—lERk) (C.23)
z(k) . =(k,1)
pAlfB{sX{cE T E o Mk (pAI{:—lB{c—IX:{c—lERk) . (024)
Since the maps try, o7; are unital, for every k, we have
~(k ~(k,1
pgl;—lB{c—lE = pzllc—zBf—lE (025)
2 VTAllc—lB{c—lE. (C26)
Thus, the states ,52“,3,1 pho1py A€ also full rank. Moreover, we have that
1 1
z(k
Paiprr € A (C.27)

For each k these states satisfy

% ”pA’fB{“X{“E - p:gc’f)fofEH B % HpA?BmE e <5X€;3B{C71X{€71E&> |1
. 3 - | 7500 Tilpapp) = Tio o T o My (ﬁf’f?zBf‘lERk)Hl o
<! ; - HPA’fB{“E - M (ﬁgﬂ’f’?zB’f‘lERk) ’1 Y
<e+v. (C.28>

Now, for each k € [n], we define the normalised states

D) 12 (5% )*1/2 (k1) (5 )*1/ 2 U2 (C.29)

A Bg B T Paripiip \Pak1pig A pE1p, g \Pak1pi-1g AR1BE-1E
and
(k) ( (k,1) )
w =My (w2, C.30
AkBFE AIBM-IRLE ( )
s -1/2 . s -1/2
1/2 (k) (k1) (k) 1/2
= [e] (¢}
Par-1piip (pA’flefflE) b, Tk 0 My (pA’f’le’leE Par-1piip Par-1piip

(C.31)
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12 (k) 172 L1y (k) 12 40
- pAllc—lB{c—lE (pAllc—lB{c—lE) pAlch{cE (pAllc—lB{c—lE) pAllc—lB{c—lE' (032)

We used try, o7 o My = M;, above. Observe that w® € Ai (using Eq. C.27, C.19 and

A¥BrE
C.20). Since, we defined ﬁfk)_lBk_lE to be full rank, we have that
1 1
w(k) = k-1 gk-1 (C 33)
Allc—lB{c—lE pAl_ Bl_ E- :

Using Lemma 5.3, we have that

1 L,
o |PAYBYE ~ YakprE

‘1 <(V2+ 1)P(pA’foE75A’foE)
<(V2+1)\/2(e+v)
<4er v, (C.34)

Let § € (0,1) be a small parameter (to be set equal to € later). Define the states

k.6
pA(AkB?k = (1 - 5)IOAkBk + 5TAkBk' (035)
Finally, for every k € [n], we define the states
_(k k k.8
pil’f)BfE =(1- 5)@1;)3@ + 5P£1k3)k ® Pak-1pi-1E (C.36)
k k.8 k
=(1- 5)@";)3@ +opli, @ “iv;)—lgf—lE (C.37)

Also, define ﬁg) := pp. For each 0 < k < n, the state ﬁz(:’“)B’“E e Ay using Eq. C.19. We have
1-1

taken a slight diversion from the proof of Theorem 5.8 in defining the above state. This has

been done to ensure we are able to bound the entropy in Eq. C.72.

Let Ay : Ry » ApB;, be the map which traces out the register R; and outputs pgkk’%)k.
Further, let
M = (1= 6) My +5A,. (C.38)
Note that similar to My, M also satisfies
M = try, oTp o MY (C.39)
Then, we have that

~(k) _ (1 _ 5)w(k) n 510(1@5) w(k)

’OA’fB’fE B AFBrE B, @ Ak-1pk-1p
- (k,1)
= (1= 8) M0 (w5 s )
— MO (D
- Mk (wAIf—lB{c—leE) : (C.40)

We also have that

i
9 pAIfoE pA]fB{"E

<4Ve+v+0 (CA41)

‘ 1

204



and by the definition of ,0 Ak BB

k
¢ TALB, ® Pak-1pi-1p < p;k)BkE (C.42)

Using Corollary 5.6, gives us that

8Ve+v+20 ) |A||B|

D(pAkBkE”pAkBkE) =1 _52/(|A||B|)2 og 5 (C43)

We define the above bound as z(e + v,§). Using Lemma 5.4, for the normalised auxiliary

state
OAYBME
°° Tlam VI (e V| w) O e VR )
2 —(Kk+ 2 —(n —(Kk+ 2 — 2
= [oo dtﬁO(t) Eg[(pAkBkE) (pA’foE) ] pA”B"E' k_n_ll‘(pAlch{cE) (pAlchllsE) ]
(C.44)
we have that
Dm(pA?BfEHO-A’fB{LE) S?’LZ(€+I/, (S) (045)
and
O AkBFE
1;1 _ 1;1 0 _ 1+2it 1+2it
_(j+1 _(k _(j+1 —(5
1-1 j=k§—1 11 1-1
(C.46)
1;‘15 _ 1;1 0 _ 1;1‘1& 1+it
() ~(j+1) (k1) . —(j+1) —(5)
(_/ dtﬂo(t) [( AJBJE) (pA{B{E) ] YA B e jzknl [(pA{B{E) (pA{BjE)
(C.47)
for all k € [n]. Let U;i’?BBk‘leE be the input state for M¢ above, so that
1 1
k,0

It is also easy to see using the properties of the algebras Ay that oxprp € Ay for each k.

Thus, we can extend the state o as follows using measurements (7;);

OAPBPXPE = Tno-oTh ( A"B"E)
Note that the partial state
OakBkxkp = tran Br o xn, (7:1 ooy (OA?B?E))

=Tpo- Oﬂ(trAn Br, XT, (7;L°"'°77~:+1(0A5LB;LE)))

k+1

=TiooTi (0aprn) (C.49)
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= Tio M oTiyooTi (o) ) (C.50)

AF-1BrIRLE
Let’s define p := z(e + v,8)Y/3. Using the substate theorem (Theorem 2.26), we get the

following bound from the above relative entropy bound

1 1
folax(pA?B{LE||0Ang;1E) Snp+—+ log 5 (C.51)
% L-p
which using data processing also implies that
1 1
Dhox(parppxpelloayprxpe) <np+ E +log 1——M2 (C.52)

The bound above implies that there exists a state pf4,f BrXTE which is also classical on X7
such that

P (PA?B;LXfE,P;x;LB;LX;LE) S (C.53)
and
emH;TIQ
!
ParprxrE < 1_—M20'A§1B?X?E- (C.54)

The registers X7 for p’ can be chosen to be classical, since the channel measuring X}* only
decreases the distance between p’ and p, and the new state produced would also satisfy
Eq. C.54. As the registers X}" are classical for both ¢ and p’, we can condition these states
on the event Q. We will call the probability of the event € for the state o and p’ P,(Q2) and
P, () respectively. Using Lemma A.14 and the Fuchs-van de Graaf inequality, we have

m
P (pA?B{IXfE\QapIA?B{IX{LEKZ) <2 P () (C.55)
Conditioning Eq. C.54 on 2, we get
, enu+i2
By ()P4 prxppin < TMPU(Q)UA?B?XfE\Q- (C.56)
Together, the above two equations imply that
/ 1 P,(Q2) 1
Dhx(panprxnpolloanprxrpa) < np + 2 +log () +log - (C.57)
o [
for p' =2 RO

For ¢’ > 0 such that p'+¢€’ < 1 and a € (1,2], we can plug the above in the bound provided
by Lemma 3.5 to get

(%

! (AR|BYE) > HL(A7|BYE) gy, - ——np
1 PJ(Q) o 1 o
-— (alog P () + 2 +alog -2 +g1(e',p )) : (C.58)
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Now, note that using Eq. 5.100 and C.49, and | , Lemma B.7] we have
Hi (AT 1B} E)o = Hy(ATXT|BY B, (C.59)

For every k, we introduce a register Dj, of dimension |D| := [emax(f)-min(/)] < e2[V/ls] and
the channels Dy, : X}, — XD, defined as

Di(w) =) (zlwlz)|z) (z]| ® v, (C.60)
where for every z, the state v, is a mixture between a uniform distribution on
{1,2,-+ | |emx(/)=f(%) |} and a uniform distribution on {1,2,-- [emx(N=f0=)]}  so
that

H(Dy)y, = max(f) - f(d:) (C.61)

where ¢, is the distribution with unit weight at element x. Define the state

6-A?B{1X{LD{LE = Dno"'ODl(UA?B{‘X{IE) (C62)
Now | , Lemma 4.5] implies that this satisfies
Hl (A} X]|BY E)s, 2 H(AX] DY B} E)sy, — max Ho(DY)z,, (C.63)
1

For z7 € ), we have

Ha(D?)ﬁx? < H(D?)ﬁx?

M=

b
I

1

M=

max(f) - f(0z,)

— nmax(f) - nf (frea(s})
<nmax(f) - nh. (C.64)

T
A

We can get rid of the conditioning on the right-hand side of Eq. C.63 by using | ,

Lemma B.5]. This gives us

« 1

H(AFXTDYBY B gy 2 HI(ALXT DY |BYE)s — = log s (C.65)
Moreover, using Eq. C.50, we can show that By is independent of A1 Xk-1Dk-1BE-1F in 5.
Firstly, for o qu-1prp = tra, o Mi(a;’z?ka,leE), we have
k,0 k.6
Oty = (1-0)tra, OM’C(Ufaﬂffl)BffleE) + 5pj(3k ) ® O qk-1ph-ip (C.66)
k k.6
= ((1—(5)9(Bk)+5p§9k ))®O'AIIC—IB{C—1E. (C67)
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Since, 0 g-1 x5-1pr-1grg = D1 © Tyo1- 0 Dy o Ti(0gu-1515), We can easily see that By is inde-
pendent of the other registers. In particular, o satisfies the Markov chain A¥ 1 XF 1D «
BY1E < By. Let’s define the channels

./\_/lk; = 'DkOEOMk (C.68)
./\_/li =Dy oTo0 /\/li . (C.69)
Now we can use | , Corollary 3.5] to show that for every k € [n]

H(AYXTDY|BYE)s > Hy(AY X7\ DY By ' E)s + inf Hi(AvXi Dyl BiRy)

= 5
Ry By M (w)

> AL (A XE DI B E),

e Y Py - 7l
+ min {ngfgk Ha(Aka|BkRk)Mk(w)> Ha(Aka|Bk)Dk°77c(Pg22k)} .
(C.70)
where we have used the quasi-concavity of Rényi conditional entropies | , Pg 73] and
the fact that X} are classical in the second line.
We now lower bound the two terms in the minimum above. Using | , Lemma

B.9], for a state v = /\_/lk(kaRk) and 1 <a< we have that

T2 ATDD
H!'(AxDy|BrRy), > H(ARDy|BiRy), — (oo = 1) log® (1 + 2|A||D))

= H(Au|BpRy), + H(Dy| A By Ry,), — (o — 1) log? (1 + 2|A||D|)

= H(Aw|BrRy), + H(DyX1), - (= 1) log? (1 + 2|A||D))

= H(Ax|BiRy), + Z v(a)(max(f) - f(6,)) - (a -1)log? (1 +2|A||D])

= H(ABRY), +max(f) - f(vx) - (a - 1) log? (1 +2|A| D)
> max(f) - (a - 1) log? (1 + 2|A||D]) (C.71)

For the second term, and 1 < o < we have

1
log(1+2|A[[D])?

H},(AxDy|By) > H (A Dg|Br) - (a=1)log” (1 +2|4||D])

DioTi(pY3,) DioTi(Pl9,)
> H(ArDu|Br) g, 0y = (@ = 1) log? (1 +2|A||D|)
Ry,
-2(e+0)log|A||D|-g(e+9)

> max(f) - (o —1)log? (1 +2|A||D|) - 2(e + &) log | A||D| = ga (€ + )

(C.72)
where we have used | , Lemma B.9] in the first line, the AFW continuity
bound | , Theorem 11.10.3] in the second line to convert the entropy on Dy o E(pﬂfk’?k)
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to an entropy on M( ﬁgk’o)) and finally we use bound in Eq. C.71 for states of this form.

Plugging these in Eq. C.70, gives us that for every k € [n]
HY(ATXTDY|BYE)s > Hy(AT' X DY B E),

+max(f) - (a-1)log (1 +2|4]|DJ)
—-2(e+9)log|A||D| - g2(e +0) (C.73)

Consecutively using this bound gives us

HY (A} X]DY|BYE)s > H (AT X{D{|B{E),
> nmax(f) - n (- 1)log? (1 +2|A||D|)
- 2n(e+0)log|Al|D| - ngs(e+9) (C.74)
Combining Eq. C.59, C.63, C.64, C.65 and C.74, we get
Iﬁ(AﬂB?E)U‘Q >nh-n(a-1)log? (1+2|A||D|) - 2n(e + §) log |A||D| - nga(e + 5)

« | 1
- (0] .
a-1 %P, Q)

(C.75)

Plugging this into Eq. C.58, we get

(0%

Hi (Af|BLE),, > nh=n (= 1) log” (1+ 24| D)) - —np
= 2n(e +0)log |A[|D[ - nga(e +9)
—1 —1 @ 1 o
_a_l(alogpp,(g)+E+alog1_—u2+gl(e,u)). (C.76)

Finally, we choose oo =1 + m and use the a < 2 as an upper bound to derive

H“'+E'(A’1‘|B{ZE),J|Q > n(h—3/plog (1 +2|A||D]) - 2(e + ) log|A||D| - go(e + 8))

log (1 + 2|A||D|) ( 1 2 1
- 2log ——+ — +2log—— + g1 (', 1) | .
Vi P —p p? 1-p? (€ i)
(C.77)

Note that log (1 +2|A||D]) < log (1 +2|A|) +log|D| < log (1+2|A]) +2[|Vf].] = V. Recall
that = z(e +v,0)'/3. Since, v can be chosen arbitrarily greater than 0, if we let v — 0, the

bound in Eq. C.77 is still valid. Finally, choose ¢ = € to derive the bound in the theorem.

Case 2: Finally, for a state p Anprg Which satisfies the assumptions of the Theorem but

is not full rank, we can consider the full rank states pg? BrE = (1-¢)p AnBrE +ETANBNE for an

arbitrarily small ¢ > 0. pg‘? BrE will be full rank and satisfy the assumptions of the Theorem

209



and the bound in Eq. C.77 for € - € + €. One can then prove the lower bound above for the

state parprp by taking the limit € — 0. OJ

C.5. Proof of Lemma 5.13

The following proof was provided by user:fedja in response to a question by user:noel

(pseudonym used by AM) on MathOverflow | ]. We reproduce it here for completeness.

Proof of Lemma 5.13. Let 0 = ¥, q;|x;) (z;] be the eigenvalue decomposition of o. Let d; €

(0,1) be a small parameter, which will be specified later. For every k > 0, define
X, = span{m) rgie ((1+07)" 5D (1 + 51)‘k]} (C.78)
dy, == dim(AXy) (C.79)
We have X = @52 Xy and 0 = @p20|x,. Let Py be the projector on the space &), for every

k. Note that P, commute with o. If we restrict ¢ to the space X}, we have
1 1

———— 14 < <——ro1 C.80
(e gyt 1 < ol < e L (C.80)
for every k. Further, for any projector II, in the space &}, we have
_1 _1
o] k0|, k0 17 oo < N0l o |01, oo
<1+ (51

which implies that for any projector II; in A}

Hk0'|)(kaS (1+61)J|Xk' (C81)

We will choose the projector II to satisfy the lemma to be of the form II = @}, II;, where

each Il is a projector in the space &j. With such a projector, we have

IIoll = @HkULXka:
k=0
< (1+51)@0’|Xk
k=0

=(1+41)0. (C.82)

Define A := (p—0)* to be the positive part of (p— o) and observe that tr(A) < 2¢. Note
that p <o+ A. Further, let Ay := P,AP, and py, := tr(APy) for every k. Then, we have that

;Mk = ;tr(APk)
tr(A)
2¢. (C.83)

IN
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Let Ak =

e 1 Uki |yki) (yri| e the eigenvalue decomposition of A. Let dy € (0,1) and K € N
be two more parameters to be chosen later. Define the subspace ), of X}, as

Vi :=span {|yp:) : v < 0o(1+61) "D}

(C.84)
Note that the codimension of ), in the space X}, is at most &5 (1+4;)%+!. We further restrict
the subspace ) to the space

k-K-1

Z=Yn [ ker(P;A).

(C.85)
3=0
Since, rank of P; is dj, the codimension of Zj in ) is at most Zk K- d;. Define II; to be
the projector on Z;. Note that since Z is a subspace of &}, Il; is a projector in the space
X).. We define the projector

= @I,
k=0

(C.86)
which is of the form promised and show that this satisfies the conditions of the lemma

We begin by showing that IIAII can be bounded by a small multiple of IIoll, specifically

TTAII < (2K + 1)8, 1101l
It is sufficient to show that for |v)

D72, |vk) such that |vg) € Z; for every k, we have

(v|Av) < (2K +1)ds (v]|o|v)
The left-hand side above can be expanded as

(C.87)
(v|Alv) = Z (vil Alv;)
oo oo 1—1
= Z (vi| Alv;) +2ZZR€{ vi|Alv;)}
=0 1=0 j=0
oo oo 1—1
< Z (vi| Alvy) +222| (vi| Alv;) |
=0 1=0 j=0
oo oo oo -K-1
= > (vl Ay +2>° Z |(vil Aoy [+257 > [(vil Alwy) |- (C.88)
=0 1=0 j=i-K =0 =0
The first summation above can be bounded as

oo

1
{vil Alv;) < 52; (1+0;)! (vilvi)

oo

.

=0

<0y (089)
i=0
where we have used the fact that |v;) € ); and the maximum eigenvalue of P,AP; = A; in

) _
this subspace is at most d, 37T and the fact that the minimum eigenvalue of ¢ in Z; ¢ &]

(vilo|vs)
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is at least W

We can bound the second term as

55 Jwldl) <3 Y At At
1=0 j=i-K i=0 j=i-K
DD (Hw [+ Jadie])
= Ki HAQ |vl
=0
= K2(01|A|UZ>

where we have used the Cauchy-Schwarz inequality in the first line along with the fact that

A >0 and the AM-GM inequality in the second line. This summation can now be bounded
using Eq. C.89.

The last term in Eq. C.88 is a summation over inner products |(v;|Alv;) | = | (v;|P;Alv;) |

for j <i—- K -1. By our definition for the subspace Z;, we have that |v;) € ker(P;A) for
these choices of the index j.

Putting these together, we have the bound

oo

(v]Alv) < (2K +1) 65> (vilofv;)

=0

= (2K +1) 83 (v|o|v)

for every |v) = IT|v). Above we have used the fact that |v;) € X; and o = @, 0|x,. Therefore,
we have

[TAITL < (2K + 1) 05101l (C.90)
and also
Hpll <TT (e + A)IT
<(1+ (2K +1)4y) ol (C.91)

Using Eq. C.82 we can remove the sandwiching projectors from o to get the bound

TIpIl < (1 + (2K +1)35) (1 +61)o. (C.92)
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Now, we will show that tr(Ilo) is large. Recall that the codimension of Zj in X}, is at most

Lk k-K-1
5—2(1+61)k+1+ Z dj. (093)

Hence,
tr (1 -TT)o) = i e ((Py—T1p)ol,)
Z (1 51)k tI‘(Pk—Hk)
© ]

Sk 0—(1+51)k( (1+6)F + Z(:) dj)

=—(1+51)Zuk+2d Z (1+6,)7"

7=0 k=j+K+1

2(1+4y) o 1
== 7 (1+5 )¢ )Zdam
:(1+51)(%+—(1+51) K) (C.94)

where in the second line we have used oy, < (1 + ;) %1y, in the third line we have
used the bound on the codimension of Z; in Eq. C.93, in the fifth line we have used the
bound in Eq. C.83 and in the last line we have used the fact that 332 d;(1+0;)~0U*D < tro < 1.

Now all that is left to do is to select the parameters d;,d, and K. We choose

5y =€l (C.95)
5y = €23 (C.96)
2 1
| 108 2 | (C.o7)
For these parameters, we get

1
IIplIl < (1+261/310g—+€2/3)(1+€1/3)0'. (C.98)

€

Note that (1+6;)7! < (1-6,/2) <e=/2 since §; € (0,1). This implies

1/3 s, 1 k£l
tr ((L-11)o) < (1+€7%)|2¢ * 1pe

1/3

< (1+€73) (261/3 + %/36 62(612/31%621/3_1))

< (1+€3) (261/3 + L262/3)

c1/3
<4(1+ €33
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Finally, using the fact that 1 [p— o], <€, we get
tr ((L-I)p) <tr ((1-I1)o) + 2¢
<A(1+€3)e V3 + 2. (C.99)
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Appendix D

Appendices to Chapter 6

D.1. Single-round results

Lemma D.1. Suppose Alice and Bob use a strateqy, which wins the SCHSH, game with
probability w. Then, their answers A and B for the game satisfy

Pr[A=B]>w-v-2a. (D.1)

Proof. Let Pxy represent the probability distribution of the questions for the SCHSH, game.
It follows that the winning probability of the 3CHSH, game satisfies:

0=SPor(y) Y Pamr(abley)

z,y a,b:V(z,y,a,b)=1
=(1-a)*(1-v)Pr[A=B|X =0,Y =2]+ (1 -a)*’»Pr(Ae B=XY|X)Y €{0,1})
+(1-(1-a)%)

<(1-a))(1-v)Pr[A=B|X =0,Y =2]+ (1-a)’v+(1-(1-a)?)
<Pr[A=B]+(1-a)’v+(1-(1-a)?)
<Pr[A=B]+v+2a.

O

Lemma D.2 (| , Lemma 5.3]). Suppose that the quantum strategy for the 2CHSH
game starting with pngBE wins the 2CHSH game with probability w € [%, 2+T\/§] Let A be
Alice’s answer produced according to the given strateqy. Let pxag be the state produced once

Alice applies her measurements to p(9. Then, for question x € {0,1} we have

H(AIE) ) > F(w) (D.2)



where F'(w) =1log(2) - h (% +3v/3-16w(1- w)) and pfé are the A and E registers of pxag
for X =x.

Proof. This is proved as an intermediate step in the Proof of Lemma 5.3 (Appendix C.1)
[ ]. O

Lemma D.3. Suppose that the quantum strategy for the SCHSH game starting with pg)j EnE
wins the 3CHSH game with probability w € [(1 —v)+3y,(1-v)+ #V]. Let A be Alice’s
answer produced according to the strateqy. Then, for the post measurement state pxap we

have
H(A|EX),, > F(®,)

where ©,, = ”_(i_") and I is as in Lemma D.2

Proof. Let S = (pg)jEBE, {As}zex, { By }yey) be the strategy for the 3CHSH mentioned in the
lemma hypothesis. Let S” be the strategy for the 2CHSH game, which uses the state pgj EpE
the measurements {A,},c(0,1) as Alice’s measurements and the measurements { By }cf0,1} as
Bob’s measurements. Let Pxy be the distribution of questions in the 2CHSH game, Py xy
be the conditional probability distribution of the answers in the strategy S and Qapxy in

the strategy S’. Then, by definition of the strategy S’, we have for all z,y € {0,1} that

QaB|X=2,y=y = PaB|x=2,y=y-

Now, observe that the winning probability w of the 3CHSH game can be written as

w=(1-v)P[A=B|X=0,Y=2]+v Y Pxy(zy) >, Papxy(ablzy)

z,y€{0,1} a,b:a®b=xy
<(1-v)+v Z Pxy (zy) Z Papxy (ablzy)
z,ye{0,1} a,b:a®b=xy
=(1-v)+v Z Pxy (zy) Z Qap|xy (ablzy)
z,y€{0,1} a,b:a®b=xy

= (1—7/)+VWS1

where wg is the winning probability for the 2CHSH game with the strategy S’. The above
implies
—(1-
Nl Gl NS (D.3)
v

Note that @, > 3/4 for the range of w in the hypothesis. Using Lemma D.2, we have for
xe{0,1}

H(A|E),, >log(2) - h (% + %\/3 ~16@, (1 - @V))
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(®) is the state produced at the end of the strategy S’ for question X = x. This is

where p’,
the same as the state produced at the end of the strategy S for question X = z because of

the way we have defined S’. Therefore, for the state produced at the end of S, we have

H(A|EX), = (1 - g) H(AIE) 0, + gH(A|E)p\X:I

> log(2) - h(% + %\/3— 164, (1 —a;y))

which proves the lemma. 0

Proof of Lemma 6.5. Let X and ) represent the questions for the 3SCHSH game, and X, and
Y, the questions for the 3SCHSH, game. Let S = (pg)jEBE, {As}zex,, {By}yey, ) be the strategy
which wins the 3CHSH, with probability w. Let S be the strategy for the 3CHSH game,
which uses the state ,055) EpE = = p(© the measurements {A, },cx as Alice’s measurements and
the measurements { B, },cy as Bob’s measurements. Let Pxy be the distribution of questions
for the 3SCHSH, game, Qxy be the distribution of questions for the 3CHSH game, Pypxy
be the conditional probability distribution of the answers in the strategy S and Qapjxy in

the strategy S. Then, by definition of the strategy S, we have for all z € X and y € Y,

QAB|X=$,Y=y = PAB|X=$,Y:y'

Now, observe that the winning probability of the 3CHSH, game can be written as

w= Y Pxy(zy) > Papixy (ablzy)

zeX, ,ye), a,b:V (ablzy)=1
=(1-(1-a))+(1-a)* > Qxv(zy) ),  Papxy(ablzy)
reX,yey a,b:V (ablzy)=1

=(1-(1-0a)*)+(1-0a)ws

where wg is the winning probability for the 3CHSH game under the strategy S. Thus, we
have
1-w

s=1-———.
ST T ey

Observe that wS [(1 1/) +3y,(1-v)+ 2+\/_ ] for the range of w in the hypothesis for the
theorem. Let ,0 ) and p ) denote the states at the end of the protocol S and S when
Alice receives the question X = x. Then, these two states are equal for x #1. Further, the
probability distribution Px|x,, = Qx, which implies that

pxapxer = Y, Pxixe(z)[z] ® P(x)
reX

=Y Qx()[z] ® %)

reX
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= PXAE-
We can use these to create the entropy bound as follows
H(AB|EXY),> H(A|IEXY),
= H(A|EX),
> (1-a) H(AIEX),,.,
=(1-a)H(AIEX);

> (1-a) (log(2) h (% . %¢3 160 () (1= ga,y(w))))

where the first line follows from the fact that B is classical, the second line from the no-

signalling property which implies that ¥ < X < AFE, and in the last line we have used
Lemma D.3. 0

D.2. Adapting statements from | ] to our setting

In the parallel DIQKD setting, Eve distributes the registers E4 and Ep of the state
Vg, e;e between Alice and Bob, who then play the n anchored games parallelly using
their states. In | |, the situation is almost the same, except there are only two
parties, Alice and Bob. We can use the results proven in | | by simply introducing
a register for Eve in the state ¢ in their setting and tracking it through their proofs.
The objective for Alice and Bob is also different in | |. They seek to maximise
the winning probability of the parallel repetition game. However, since | ] con-
siders an arbitrary strategy for parallel repetition, no modification is required on this
account. Lastly, | ] also considers conditioning on an event W¢, representing the
two parties winning a subset C of the rounds. The results only rely on this event being

determined by the variable r_;, so we can simply replace W¢ by the trivial event for our case.

In their proofs, [ | uses the fact that the state between Alice and Bob can
be assumed to be symmetric, which we cannot necessarily guarantee with three parties.

However, it is straightforward to also carry out their proofs without using this assumption.

We will go through the statements considered in | | till Section 6 and briefly
explain the modifications required to prove them in our setting. The numbering in the

following list follows | ].

(1) Classical results: All facts involving only classical variables follow for our setting

from the same arguments, since we can consider Eve’s register F as being a part of
)
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Alice’s register E4, and Alice’s measurements as {Afif(a?) ® 17}, This reduces our
setting to the one in | | for these results.

(2) Lemma 4.6: This is true in our case because only classical variables and their
properties are used here.

(3) Proposition 4.9: This is true because the argument traces over all the registers in
the states ®. Thus, we can again view F as being a part of £, here.

(4) Eq. 33-34: The definitions of = and A should include the register E as part of 9.
Same for the definitions of £ and .

(5) Claim 5.13: We instead need to prove that

B [L(Yi: EaE)e,] = O(0)

E E [I(X;: EpE),]=0(0)

T RWc
[ | proves the first claim and notes that the second one is similar. To prove
the above results, we simply need to follow the proof in [ |, and note that
all instances of F4 in the proof can be replaced with E4FE. Also, note that Eq. 38
in | | can be derived without assuming that ¢ is symmetric. To prove the
second claim, we would similarly consider EgFE together.
(6) Claim 5.14: We instead need to prove that

EAE EAE
B e B 6y — &

E E B NPE, - APP 2= 0(512/ab).

T R_1|WC XY T—i,TyY

1=0(" o)

Once again this can be done by replacing E4 by E4FE in the proof for the first claim
and Eg by EgFE for the second claim. The proof also uses relations between several
classical variables, which can be handled using the argument for classical variables
mentioned above.
(7) Proof of Lemma 5.12:
(a) Claim 5.15: We need to prove that |®,, /.,
state &2A% and that |§>m,l7y)EAEBE

again, this can be done by noting that we don’t necessarily need to use the

EAEBE . .
is a purification of the

is a purification of the state gfﬂ Once

fact that the state is symmetric for the proof. Following the same procedure

as | ], we can derive

fff;ﬂ, = ,yr_fl/x,yAw(aC)l/Q trp, (Bw—hy(bc)\:[j) Aw(aC’)l/2

_ pEAE
- Ti7l/-73,’y.

The rest of the proof remains the same.
(b) Claim 5.16: Also needs to be modified as Claim 5.15 has been.
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The rest of the steps in the proof rely on using claims, which were proven before.
Since, we have already proven them above, the steps follow in our case as well.

(8) Lemma 5.17: Since the definition of v, , ,, traces over all the quantum registers, we
can simply view our setting as an instance of the anchored games setting by letting
Alice keep the E register. Note that this proof does not use any property about the
event W beyond the fact that it is determined by r_;.

(9) Proof of Proposition 5.1: All the lemmas and facts required for the proof of
Proposition 5.1 have been shown to be valid in our setting. One can now simply

follow the proof given in | | to prove the proposition.

D.3. Supplementary arguments for security proof

In this section, we continue the argument from the bound in Eq. 6.88 and show that it
can be transformed into a lower bound for HO(“/)(AﬂTfIfQ’fEXSAS)pFF. We also upper

min

bound the information leakage during the information reconciliation phase.
D.3.1. Removing f?{ from the smooth min-entropy bound

We begin by removing the B! registers from the entropy in Hr‘fl’;f/ (AL BHXITYITHIO  F) Plr
For this, it is sufficient to prove that the entropy

H&;ax(éi‘ﬁi)%fﬁtTf)PFF (D4)

is small. Intuitively, this should be true because the average winning probability is at least

wip > 1 — v, which implies using Lemma D.1 that
Pr[A=B]>1-2v-2a. (D.5)
So, we should be able to prove that
Ho(BIATXIVITY) ST R(2(v + ). (D.6)

To prove this, let J := {j e J:X;,Y;=(0,2)} for the state p (unconditioned). Define the

events,

B=[Ber 5] (D.7)
T e
B |2 - a0 s, (D.5)
E3 = %ZV(Xh}/iyAiaBi)Zwth_(sl] (Dg)
| Y oieJ
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for some small parameter ¢; € (0,1). Using the Chernoff-Hoeffding bound, we have that

Pr[Ef] < e~ %0 (D.10)
Pr[Es] < e %00, (D.11)

Following | | (which uses | , Lemma 6]), we also have that
Pr[-F A E5] < e 0110, (D.12)

Therefore, we have that conditioned on the event —F', EjAFoA E5 hold except with probability
-Q(52t)
—ePrP(ﬁF) ,i.e.,

o-531)
< ——.

|1 - Pry(=F)
Let §(x,y) be the Kronecker delta function, which is 1 if x = y and 0 otherwise. Let e be the

relative error between flﬁ and B{ If the events E; A Ey A E3 are true, then we have

(D.13)

1
5 Hpr)A(fY/fAtIB{\ﬁF T PTEXYVEAL Bt By ABoAEs|-F

1
wip — 01 < n Z V(Xi,Y;, Ai, By)
ieJ

:%ZV(X“K’A“BZ)—F% Z V(Xla}i?Al)Bz)

i€ ieJNJ
1 1
<= Zé(Azsz) + — Z (1 +5(A27Bz))
tz’ej tieJ\j
<l-e+ t_—|J|

<l-e+l1-(1-a)*)(1-v)+4;
<l-e+v+2a+d
which implies that
e<l—wy +v+2a+ 2. (D.14)
Further, since wy, > 1 — v, we have that
e<2(v+a+dp). (D.15)

This enables us to bound the max-entropy for the state pg, Ag,amy|-rF:

Hnax (BYAY) 5 SE 020+ +61)). (D.16)
Combining with Eq. D.13 shows that
H (BUAY), . <t-h(2v+a+61)) (D.17)

—Q(62~t
e~ 06vt) G_Q(n).

VPr(=F)

for €’ :=
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We can use this to bound the entropy of Alice’s raw key alone by using the chain rule
in [ , Theorem 15| and Eq. 6.88:

mll’l

HI (AR T, B),,

]¥I'LrL11Jrr1€ (AtBt|XthTtItQJ°E)P| F max

1
(Bt,AtXthTt[tQJCE)p‘ - (log ?)
1
HM - (AtBt|X1}/1 TIIIQJCE)M F max(Bt|At )P\ F -0 (1Og Z)

>t((1 ) Fo (W) - O(\/;) h(2(y+a+6l)))—0(1). (D.18)

We chose the smoothing of the max-entropy above to be € as well for simplicity. Since, €
is a constant greater than 0 and €¢” = e=®(")_ it is valid to use the bound in Eq. D.17 for

sufficiently large n.
D.3.2. Adding 2; to the conditioning register

Lemma D.4. For poxag a classical (QX A)-quantum (E) state which satisfies the Markov
chain Q < X < AFE and an event F determined by X and A, i.e., FF € X x A, the conditional

state pox apr also satisfies () < X < AL.

Proof. Since poxag is a classical (QX A)-quantum (F) state and satisfies the Markov chain
Q< X < AFE, p is of the form

e = Lol o Sotellel) o (ol 0 ). (019

Let p(F) = ¥, 4er p(7)p(alz) be the probability of the event F. The conditional state pp

can be written as

1
POXAE|IF = POXAEAF
T p(F) ’

1
p(F) z,aeF

= Z p(z|F)[z] ® (Z plalz, F)[a] ® pEa,x) ® (g p(wlx)[[w]])

which clearly satisfies the Markov chain 2 < X < AFE. O

p(@)p(ale) [, 0] © prjas (Zp(w|x)[[w]])

Note that using Lemma 6.5, we have that the state p (unconditioned) satisfies the Markov

chain
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More precisely, according to Lemma 6.5 the above is true for every fixed J, and the above
follows from using simple facts about Markov chains. Further, the event —F' is defined
using the variables JX;Y;A;B,T{, so using Lemma D.4, we have that the state p-F also

satisfies the above Markov chain condition. Note that tracing over A jc B ;- does not alter this.

Therefore, there exists a channel ® : JX;Y; - JX;Y;Q; such that

O (pﬁ_}BJX,,y,JQJCTfE) _ ‘/i}BJXJYJJQ’foE. (D.21)
This implies that
HE P (AJTX Y TIRE),, . = Hi (A JX Y T E), .. (D.22)

We have already bounded the right-hand side above in Eq. D.18.

D.3.3. Accounting for information leakage during testing

Finally, we also need to consider the entropy loss due to Alice transmitting Ag in plaintext
to Bob. Using the chain rule | , Theorem 14] we have that

HM’+85' (AJ|XJYJT1t JQ?EAS)PFF

min
min

! ! ! 1
> H;L +5e (AJ|XJYJT1tJQ711E)P|ﬁF — H;ax(AS|XJYJTfJQ?E)p\ﬁF — O (log g) . (D23)

We can show that the max-entropy above is small for sufficiently large n. Since, T; are chosen
in an i.i.d. fashion with probability P(7T; = 1) = 7, we have that with probability at least
1 -0 | the number of T} that are 1 is at most 2v¢. Let’s call this event Q. We then have
PIX;Y;A;B;TE = PIX,Y;A;B; ® Pt
Ne—Q('yQt) pJXJYJAJBJ ® pr/\Q
Let myx,v,a,8,11 = PIx,v,4,8; ® Priag- Using Lemma A.14, we have that

1 6*9(7275)
5 lox,v,4,8,211-F = Nx,v,0,8,711-r [, < Pr(-F) (D.24)

and hence P(px,v,a,B,1t-F>1X,Y,AyB,Tt-F) < e—Q(vzt)/,/Prp(ﬂF). Note that for a fixed
value of T} = 7{, the state 7,4+ has a support of size at most |A[**". Therefore, for ¢ =

Q(1) > e 2D [\ /Pr,(-F) = e ") we have that
Hy o (As|JX Y, TIONE) , . < 2ytlog |A.
Plugging this in Eq. D.23 and using Eq. D.18 and D.22, we get the bound

HESS (AG|JX Y TIR EAg),,

min
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((1 a)F, ,(wm) -0 (\/_) -h(2(r+a+d))-2log |.A|7) -0(1) (D.25)
Note that

HY S (A JTIOEX s Ag)

min

> HESS (AG|TX Y, TIN EAs) (D.26)

Pl-F = min

Using the bound in Eq. D.25 in the equation above, we have a linear lower bound for the

smooth min-entropy of Alice’s raw key (A;) with respect to Eve’s state (JTIQEXgAg):

min

HY S (AJJTIEX5As),, .

>t ((1 - ) Fy(wm) - O (\V/—f) -h(2(v+a+d;))-2log |A|’y) -0(1) (D.27)

D.3.4. Information reconciliation cost

In the one-shot setting, the information reconciliation cost, denoted as leakg, is given
by He' (At|BtIt) pr UD tO a constant (see | , Section 4.2.2] for additional details).

We have already bound the entropy He (Bt|ALIt) p.r i Eq. D.17. The same argument

and bound can also be used for the entropy above. So, we have

leaky < HE. (Al ]BtIt)p| S+O0()<t-h(2(v+a+61))+0(1) (D.28)
. 200 -Q(n
for €’ := el e—SUn)

D.3.5. Key length

Up to a constant factor the key length is given by

HESS (AG|JTIEX s As),, . — leakir

>t((1 a)Fy (W) - O(\/;)—2h(2(y+a+(51))—210g|¢4|’y)—0(1) (D.29)

where «, v € (0,0.1) are parameters for the 3CHSH, game, and the rest of the parameters

are chosen as:

§e(0,1) (D.30)
)
B log | A||B| 5 (D-31)
51/16
€= O( = ) (D.32)
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1/3
p=0 (61/6 (log 1) (D.33)

€

1/6
r_ H _ 1/12 ( 1)
p' =2 Pr, (= F) @) (e log - (D.34)

o1 € (0,1) (D.35)

and ¢’ = Q(1) € (0,1) such that u’'+ ¢’ < 1. We have assumed here that Pr(=F") > 2u.
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